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## Séance du Lundi 5 novembre 2018/IHP 15h30

La séance est ouverte à 15 h 30 sous la Présidence de Victor MASTRANGELO et en la présence de nos Collègues Gilbert BELAUBRE, Jean-Louis BOBIN, Eric CHENIN, Gilles COHENTANNOUDJI, Ernesto DI MAURO, Jean-Felix DURASTANTI, Françoise DUTHEIL, Michel GONDRAN, Irène HERPE-LITWIN, Dominique LAMBERT, Claude MAURY, Anastassios METAXAS, Marie-Françoise PASSINI, Edith PERRIER, Jacques PRINTZ, Jean SCHMETS , Alain STAHL, Jean-Pierre TREUIL .
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## I. Assemblée générale de l'AEIS

## A. Rapports moraux et d'activités des diverses sections

Les sections de NANCY et de PARIS nous ont communiqué leurs rapports d'activités et moraux. Soumis au vote des Collègues présents et représentés, les rapports sont adoptés à l'unanimité des votants ou représentés. Il en a été de même du rapport financier.

## B. Election du nouveau bureau

Se présentent comme candidats au titre de l'année 2018-2019

| Fonction | Candidat |
| :--- | :--- |
| Président | Victor MASTRANGELO |
| Vice-Président | Jean-Pierre FRANÇOISE |
| Secrétaire général(e) | Irène HERPE-LITWIN |
| Trésorière générale | Edith PERRIER |
| Conseillers spéciaux | Robert FRANCK |
| Edition | Jean SCHMETS |
| Relations européennes | Gilbert BELAUBRE |
| Relations avec l'AX | Michel GONDRAN et Claude <br> MAURY |
| Ville de Paris et Région IDF | Alain CORDIER |
| Moyens Multimédias et <br> Universités |  |


| Recrutements | Sylvie DERENNE |
| :--- | :--- |
| Synthèses scientifiques | Jean-Pierre TREUIL |
| Grands organismes de recherche <br> nationaux et internationaux | Michel SPIRO |
| Thèmes et programmes de <br> colloque | Jean SCHMETS |
| Mécénat | Jean Félix DURASTANTI |

Se présentent comme Conseillers scientifiques au titre de l'année 2018-2019

| Disciplines | Candidats |
| :--- | :--- |
| Sciences de la Matière | Gilles COHEN-TANNOUDJI |
| Sciences de la Vie-Biotechnologies | Ernesto Di MAURO |

L'ensemble des candidatures est adopté à l'unanimité des présents et représentés.

Présidents de section élus (appartenant statutairement au bureau)

| Section | Élu |
| :--- | :--- |
| Nancy-Luxembourg | Pierre NABET |
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## Annonces

Notre collègue le Pr Christian HERVE Président de la Société Française et Francophone d'Ethique Médicale (Sffem) et de l’Académie Internationale Ethique, Médecine et Politiques Publiques (IAMEPH) nous fait part de la tenue les 7,8 et 9 janvier 2019 d'un colloque " La personne au $21^{e}$ siècle Interculturalités et progrès des sciences et techniques appliquées au corps" dont vous trouverez le programme dans les documents en page 94.

## Documents

Pour préparer la conférence de la Pr Sylvie BENZONI Directrice de l'IHP nous vous proposons:
p. 08 : un résumé de sa conférence "Ondes linéaires non-dispersives"
p. 09 : un article de Sylvie BENZONI paru sur https://hal.archives-ouvertes.fr/hal01147784/document S. Benzoni-Gavage, C. Mietka, and L. M. Rodrigues. Co-periodic stability of periodic waves in some Hamiltonian PDEs. Nonlinearity, 29(11):3241, 2016.

Pour compléter l'annonce du Pr Christian HERVE relative à son futur colloque des 7,8,9 janvier prochains, nous vous proposons:
p. 94 : le programme du colloque " La personne au $21^{e}$ siècle Interculturalités et progrès des sciences et techniques appliquées au corps" du Pr Christian HERVE

## Résumé ( en français) de la conférence de Mme Sylvie BENZONI

## ONDES NON-LINÉAIRES DISPERSIVES

La science des ondes non-linéaires dispersives est née à la fin du XIXème siècle lorsque les tout premiers modèles asymptotiques de vagues furent obtenus par Boussinesq et plus tard Korteweg et de Vries pour expliquer la propagation des ondes solitaires observées par l'ingénieur naval John Scott Russell quelques décennies plus tôt. Il s'avéra au XXème siècle que ces modèles avaient des cousins dans plusieurs domaines de la physique mathématique où l'on peut négliger les phénomènes dissipatifs et où la propagation d'ondes est soumise à de la dispersion. Les applications vont en effet des vagues aux superfluides en passant par l'optique non-linéaire. La théorie mathématique des équations aux dérivées partielles (EDP) nonlinéaires et dispersives comporte aujourd'hui encore de nombreuses questions ouvertes et difficiles. L'exposé se concentrera sur quelques aspects de la théorie qualitative de telles EPD, en particulier la stabilité de solutions remarquables comme les ondes progressives.
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# Co-periodic stability of periodic waves in some Hamiltonian PDEs 

S. Benzoni-Gavage* C. Mietka ${ }^{\dagger}$ and L.M. Rodrigues ${ }^{\ddagger}$

May 1, 2015


#### Abstract

The stability theory of periodic traveling waves is much less advanced than for solitary waves, which were first studied by Boussinesq and have received a lot of attention in the last decades. In particular, despite recent breakthroughs regarding periodic waves in reaction-diffusion equations and viscous systems of conservation laws [Johnson-Noble-Rodrigues-Zumbrun, Invent math (2014)], the stability of periodic traveling wave solutions to dispersive PDEs with respect to 'arbitrary' perturbations is still widely open in the absence of a dissipation mechanism. The focus is put here on co-periodic stability of periodic waves, that is, stability with respect to perturbations of the same period as the wave, for KdV -like systems of one-dimensional Hamiltonian PDEs. Fairly general nonlinearities are allowed in these systems, so as to include various models of mathematical physics, and this precludes complete integrability techniques. Stability criteria are derived and investigated first in a general abstract framework, and then applied to three basic examples that are very closely related, and ubiquitous in mathematical physics, namely, a quasilinear version of the generalized Korteweg-de Vries equation (qKdV), and the Euler-Korteweg system in both Eulerian coordinates (EKE) and in mass Lagrangian coordinates (EKL). Those criteria consist of a necessary condition for spectral stability, and of a sufficient condition for orbital stability. Both are expressed in terms of a single function, the abbreviated action integral along the orbits of waves in the phase plane, which is the counterpart of the solitary waves moment of instability introduced by Boussinesq. However, the resulting criteria are more complicated for periodic waves because they have more degrees of freedom than solitary waves, so that the action is a function of $N+2$ variables for a system of $N$ PDEs, while the moment of instability is a function of the wave speed only once the endstate of the


[^0]solitary wave is fixed. Regarding solitary waves, the celebrated Grillakis-ShatahStrauss stability criteria amount to looking for the sign of the second derivative of the moment of instability with respect to the wave speed. For periodic waves, stability criteria involve all the second order, partial derivatives of the action. This had already been pointed out by various authors for some specific equations, in particular the generalized Korteweg-de Vries equation - which is special case of (qKdV) - but not from a general point of view, up to the authors' knowledge. The most striking results obtained here can be summarized as: an odd value for the difference between $N$ and the negative signature of the Hessian of the action implies spectral instability, whereas a negative signature of the same Hessian being equal to $N$ implies orbital stability. Furthermore, it is shown that, when applied to the Euler-Korteweg system, this approach yields several interesting connexions between (EKE), (EKL), and (qKdV). More precisely, (EKE) and (EKL) share the same abbreviated action integral, which is related to that of (qKdV) in a simple way. This basically proves simultaneous stability in both formulations (EKE) and (EKL) - as one may reasonably expect from the physical point view -, which is interesting to know when these models are used for different phenomena - e.g. shallow water waves or nonlinear optics. In addition, stability in (EKE) and (EKL) is found to be linked to stability in the scalar equation (qKdV). Since the relevant stability criteria are merely encoded by the negative signature of $(N+2) \times(N+2)$ matrices, they can at least be checked numerically. In practice, when $N=1$ or 2 , this can be done without even requiring an ODE solver. Various numerical experiments are presented, which clearly discriminate between stable cases and unstable cases for (qKdV), (EKE) and (EKL), thus confirming some known results for the generalized KdV equation and the Nonlinear Schrödinger equation, and pointing out some new results for more general (systems of) PDEs.

Keywords: traveling wave, spectral stability, orbital stability, Hamiltonian dynamics, action, mass Lagrangian coordinates.

AMS Subject Classifications: 35B10; 35B35; 35Q35; 35Q51; 35Q53; 37K05; 37K45.

## Contents

1 Introduction ..... 3
2 Summary of main results ..... 8
3 Co-periodic, spectral instability ..... 13
3.1 General setting ..... 13
3.2 Evans function ..... 16
4 Co-periodic, orbital stability ..... 23
4.1 Abstract setting ..... 23
4.2 An index for co-periodic, orbital stability ..... 25
5 Examples ..... 31
5.1 Quasilinear KdV ..... 31
5.2 Euler-Korteweg ..... 41
5.2.1 Eulerian coordinates vs mass Lagrangian coordinates ..... 41
5.2.2 Connexion with quasilinear KdV equations ..... 51
5.2.3 Orbital stability in the Euler-Korteweg system ..... 51
6 Numerical investigation of specific examples ..... 56
6.1 Methodology ..... 57
6.2 A few numerical results ..... 58
6.2.1 Benchmarks ..... 58
6.2.2 More qKdV test cases ..... 63
6.2.3 More EK test cases ..... 67
A Algebraic computations regarding $\Theta$ and $\theta$ ..... 70
B Proof of Lemmal2 ..... 74
References ..... 80

## 1 Introduction

Hamiltonian PDEs include a number of model equations in mathematical physics, like the (generalized) Korteweg-de Vries equation (KdV) or the Non-Linear Schrödinger equation (NLS). These equations and many others are known to admit rich families of planar traveling wave solutions, with more or less degrees of freedom. The most 'rigid' traveling waves are the so-called kinks, corresponding to heteroclinic orbits of the ODEs governing their profiles. Periodic traveling waves, which are the purpose of this paper, have the highest number of degrees of freedom. In between kinks and periodic waves in terms of degrees of freedom, we can find solitary waves, corresponding to homoclinic orbits.

The actual existence of such waves follows from the Hamiltonian structure of the governing ODEs. We are most interested in their nonlinear stability, even though we can only hope for orbital stability, because of translation invariance. The most efficient approach to tackle the orbital stability of Hamiltonian traveling waves has been known as the Grillakis-Shatah-Strauss (GSS) theory [GSS87, which provides a way of using a constrained energy as a Lyapunov function. This method crucially relies on the conservation of a quantity associated with translation invariance, termed 'impulse' by Benjamin [Ben84], and known as the momentum in the NLS literature. For solitary waves, the GSS theory provides a sufficient stability condition in terms of the convexity of the constrained energy as a function of the wave velocity. This constrained energy happens to correspond to what was called 'moment of instability' by Boussinesq Bou72 more than 140 years ago. Resurrected by Benjamin [Ben72] in the early '70s, the ideas of Boussinesq have been made rigorous for many types of solitary waves in GSS87, BSS87, BS88, BGDDJ05] (see
also [BG13], DBGRN14] and references in AP09]). Together with the Evans functions techniques brought in by Pego and Weinstein [PW92], Kapitula and Sandstede [KS98], and many others, those pieces of work have led to a clear picture of which solitary waves are stable and which are not.

By contrast, the theory is much less advanced regarding periodic waves. Apart from the higher number of degrees of freedom, the main difficulty comes from the fact that the nice variational framework set up by Grillakis, Shatah, and Strauss does not work for all kinds of perturbations of those waves. As a matter of fact, the theory of linear stability of periodic waves under 'localized' perturbations - that is, perturbations going to zero at infinity - is still in its infancy (see for instance BD09, GH07b, BDN11] as regards spectral stability for KdV and the cubic NLS, and Rod15 for asymptotic linear stability of KdV waves), and the nonlinear stability under such perturbations is an open problem. In BGNR14, BGNR13, the authors have contributed to the field by exhibiting several necessary conditions for the spectral stability of periodic waves in Hamiltonian PDEs. In particular, they have proved in a rather general setting that the hyperbolicity of the modulated equations 'à la Whitham' is necessary for the spectral stability of the underlying wave. More precisely, the existence of a nonreal eigenvalue for the modulated equations implies a sideband instability, which means that there are unstable modes for arbritrary small nonzero Floquet exponents. We shall not enter into details about these results here, we refer the reader to [BGNR13] and references therein - see also the recent related analysis in JMMP14.

We are going to concentrate on the somehow easier problem of stability with respect to co-periodic perturbations, that is, perturbations of the same period as the wave (or equivalently, corresponding to a zero Floquet exponent). Our aim is to give as a clear picture as in the case of solitary waves, which by the way may be viewed as a limiting case of periodic waves - by letting their wavelength go to infinity. The great advantage of co-periodic perturbations is that they allow us to use the GSS approach in the simplest manner - by using basically only one additional conservation law (or constraint) to rule out the 'bad' directions from the variational framework -, and thus achieve nonlinear stability results at onc\& ${ }^{1}$. This has been done for the cubic NLS by Gallay and Haragus GH07a - see also BDN11, GP15] for more recent results, dealing with subharmonic perturbations, of which the period is a multiple of the period of the wave -, and for the generalized KdV (gKdV) by Johnson Joh09 - for the classical or the modified KdV, see also APBS06, AP07, Arr09] for co-periodic, orbital stability and [DK10], DN11] for a more general result, which even handles subharmonic perturbations. Both NLS and gKdV can be viewed as specific cases of the abstract setting we are going to consider. Furthermore, this setting is built to include the Euler-Korteweg system, a fairly general model that is involved in various applications (superfluids, water waves, incompressible fluid dynamics, and nonlinear optics). The abstract systems we consider hold in one space

[^1]dimension, and read
\[

$$
\begin{equation*}
\partial_{t} \mathbf{U}=\mathscr{J}(\mathrm{E} \mathscr{H}[\mathbf{U}]), \tag{1}
\end{equation*}
$$

\]

where the unknown $\mathbf{U}$ takes values in $\mathbb{R}^{N}, \mathscr{J}$ is a skew-adjoint differential operator, and E $\mathscr{H}$ denotes the variational derivative of $\mathscr{H}=\mathscr{H}\left(\mathbf{U}, \mathbf{U}_{x}\right)$ - the letter E standing for the Euler operator. In practice, we are most concerned with the case $N=2$, which is the case for the various forms of the Euler-Korteweg system, as well as NLS. In fact, (1) includes both the original formulation of NLS, with

$$
\mathscr{J}=\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right)
$$

merely being the skew-symmetric matrix of Hamiltonian equations in 'canonical' coordinates, and its fluid formulation via the Madelung transform. In the latter case,

$$
\mathscr{J}=\mathbf{B} \partial_{x} \text { with } \mathbf{B}=\left(\begin{array}{cc}
0 & -1 \\
-1 & 0
\end{array}\right)
$$

From now on, we assume that $\mathscr{J}=\mathbf{B} \partial_{x}$ with $\mathbf{B}$ a symmetric and nonsingular matrix. This allows the case $N=1$ with $\mathscr{J}=\partial_{x}$, which includes gKdV, and will enable us to make the connection with earlier results by Bronski, Johnson, and Kapitula. Furthermore, if $N=2$, we assume that the Hamiltonian $\mathscr{H}$ splits as

$$
\mathscr{H}=\mathscr{H}[\mathbf{U}]=\mathscr{H}\left(\mathbf{U}, \mathbf{U}_{x}\right)=\mathscr{I}(v, u)+\mathscr{E}\left(v, v_{x}\right), \text { with } \mathbf{U}=\binom{v}{u}
$$

and then that

$$
\mathbf{B}^{-1}=\left(\begin{array}{l|l}
a & b \\
\hline b & 0
\end{array}\right), b \neq 0
$$

Here above and throughout the paper, square brackets [.] signal a function of not only the dependent variable $\mathbf{U}$ but also of its derivatives $\mathbf{U}_{x}, \mathbf{U}_{x x}, \ldots$ In this way, the abstract system in (1) reads as a system of conservation laws

$$
\begin{equation*}
\partial_{t} \mathbf{U}=\partial_{x}(\mathbf{B} \mathbf{E} \mathscr{H}[\mathbf{U}]) . \tag{2}
\end{equation*}
$$

We recall that, when, as in cases under consideration in the present paper, $\mathscr{H}$ depends only on $\mathbf{U}$ and $\mathbf{U}_{x}$, the $\alpha$-th component $(1 \leq \alpha \leq N)$ of the variational derivative $\mathrm{E} \mathscr{H}[\mathbf{U}]$ is

$$
(\mathrm{E} \mathscr{H}[\mathbf{U}])_{\alpha}:=\frac{\partial \mathscr{H}}{\partial U_{\alpha}}\left(\mathbf{U}, \mathbf{U}_{x}\right)-\mathrm{D}_{x}\left(\frac{\partial \mathscr{H}}{\partial U_{\alpha, x}}\left(\mathbf{U}, \mathbf{U}_{x}\right)\right)
$$

where $\mathrm{D}_{x}$ stands for the total derivative, so that

$$
\mathrm{D}_{x}\left(\frac{\partial \mathscr{H}}{\partial U_{\alpha, x}}\left(\mathbf{U}, \mathbf{U}_{x}\right)\right)=\frac{\partial^{2} \mathscr{H}\left(\mathbf{U}, \mathbf{U}_{x}\right)}{\partial U_{\beta} \partial U_{\alpha, x}} U_{\beta, x}+\frac{\partial^{2} \mathscr{H}\left(\mathbf{U}, \mathbf{U}_{x}\right)}{\partial U_{\beta, x} \partial U_{\alpha, x}} U_{\beta, x x}
$$

where we have used Einstein's convention of summation over repeated indices. The main examples that fit the abstract framework in (2) are, besides the generalized Korteweg-de Vries equation

$$
(\operatorname{gKdV}) \quad \partial_{t} v+\partial_{x} p(v)=-\partial_{x}^{3} v
$$

and its quasilinear counterpart which is written in the more general form

$$
(\mathrm{qKdV}) \quad \partial_{t} v=\partial_{x}(\mathrm{E}
$$

spectral instability, which is that the difference between $N$ and the negative signature of the Hessian of the abbreviated action be odd.

As to the sufficient condition for orbital stability, it relies on the GSS approach, together with a crucial algebraic relation, analogous to what has been pointed in [PSZ13] (see also [KP13, Proposition 5.3.1] and references therein). This relation makes the connection between the negative signatures of two sorts of Hessians associated with the constrained energy, namely, the differential operator obtained as the Hessian at the wave's profile of the constrained energy viewed as a functional, and the $(N+1) \times(N+1)$ matrix, corresponding to what Kapitula and Promislow [KP13] call a constraint matrix, and arising here as the Hessian of the abbreviated action integral under the constraint that the period of waves is fixed. This leads us to introduce a most important orbital stability index. All this is made more precise in Section 2 below, and those necessary/sufficient stability criteria are actually derived in an abstract setting in Sections 3 and 4.

Section 5 is then devoted to the application of these abstract results to (qKdV), (EKL), and (EKE), with energies as in (3). A striking result is that, in all these cases, our sufficient condition for orbital stability mostly relies on the simple requirement that the negative signature of the Hessian of the abbreviated action be equal to $N$.

In addition, we point out a close connexion between stability criteria for ( qKdV ) and for the Euler-Korteweg systems (EKL) and (EKE). We show in Section 5.2 that the systems (EKL) and (EKE) share the very same abbreviated action integral and constrained energy, in which the parameters of the waves turn out to be pairwise exchanged - as well as the constraints actually, if the period itself is considered as a constraint. This readily implies that our spectral stability criterion coincides for these systems. Furthermore, we prove that (EKE) and (EKL) actually have the same orbital stability index, equal to the negative signature of the Hessian of the abbreviated action minus two, even though the negative signatures of the unconstrained variational Hessians of respective Lagrangians can differ from each other. Regarding spectral stability with respect to 'arbitrary' perturbations - and not only co-periodic perturbations - we even show that the differential operators involved in the linearized systems associated with (EKE) and (EKL) are isospectral. Even though this seems a very natural result, the underlying conjugacy between eigenfunctions is far from being trivial. Moreover, we stress that the spectral conjugacy is not restricted to co-periodic boundary conditions and respects the Floquet exponent by Floquet exponent Bloch-wave decomposition. Both spectral and variational connections are pointed out here for the first time, up to the authors' knowledge.

Some more specific examples - dictated by more or less classical choices of nonlinearities - are then investigated numerically in Section 5. This part relies very much on the fact that all our stability criteria are expressed in terms of the abbreviated action integral, which can be computed in the phase plane without any need of an ODE solver. Its derivatives are then computed by means of finite differences. The coexistence of two grids of discretization - one for the integral and one for finite differences, and the high condition number of the Hessian matrices that are to be computed, induce some numerical difficulties that have been coped with by a suitable choice of mesh sizes. Numerous numerical experiments have been conducted, and their results are in accordance with those
that can be computed analytically. In particular, our routine for computing the Hessian of the abbreviated action integral enables us to recover in a very precise way - and up to the small amplitude limit and to the soliton limit - the eigenvalues of modulated equations associated with some well-known completely integrable PDEs (namely, KdV, mKdV , and cubic NLS), as displayed in a forthcoming paper [BGMR15].

Coming back to the analytical part of our results, let us mention the following, important difficulty. In order to actually prove some orbital stability, we need a suitable local well-posedness theory for the Cauchy problem. This kind of result is of course heavily model-dependent. If there is for instance a huge literature on (g)KdV, it does not seem that anyone ever looked at the Cauchy problem for (qKdV) when the 'capillarity' factor $\kappa$ in

Equation (6) is the Euler-Lagrange equation associated with the Lagrangian

$$
\mathscr{L}=\mathscr{L}\left(\mathbf{U}, \mathbf{U}_{x} ; \boldsymbol{\lambda}, c\right):=\mathscr{H}\left(\mathbf{U}, \mathbf{U}_{x}\right)+c \mathscr{Q}(\mathbf{U})-\boldsymbol{\lambda} \cdot \mathbf{U} .
$$

From place to place we shall refer to the components of $\boldsymbol{\lambda}$ as Lagrange multipliers. We thus see that $L \mathscr{L}$ is a first integral of the profile ODEs in (6). We also notice that (6) implies

$$
\mathrm{L} \mathscr{L}[\underline{\mathbf{U}}]=\mathscr{S}[\underline{\mathbf{U}}]+c \mathscr{Q}(\underline{\mathbf{U}}),
$$

which is of course consistent with the conservation law in (4). In this way, the possible profiles $\underline{\mathbf{U}}$ are determined by the equations in (6) together with

$$
\begin{equation*}
\mathrm{L} \mathscr{L}[\underline{\mathbf{U}}]=\mu \tag{7}
\end{equation*}
$$

where $\mu$ is a constant of integration, which we shall sometimes refer to as an energy level, since $\mathrm{L} \mathscr{L}$ is the conserved 'energy' associated with the Lagrangian $\mathrm{L} \mathscr{L}$.

All this roughly shows that a periodic travelling profile $\underline{\mathbf{U}}$ is 'generically' parametrized by $(\mu, \boldsymbol{\lambda}, c) \in \mathbb{R}^{N+2}$. Furthermore, if such a profile $\underline{\mathbf{U}}$ is of period $\Xi$, we can define the constrained energy of all $\Xi$-periodic, smooth enough functions $\mathbf{U}$ by

$$
\mathscr{F}[\mathbf{U} ; \mu, \boldsymbol{\lambda}, c]:=\int_{0}^{\Xi}\left(\mathscr{H}\left(\mathbf{U}, \mathbf{U}_{x}\right)+c \mathscr{Q}(\mathbf{U})-\boldsymbol{\lambda} \cdot \mathbf{U}+\mu\right) \mathrm{d} x .
$$

Denoting by

$$
\begin{equation*}
\Theta(\mu, \boldsymbol{\lambda}, c):=\mathscr{F}[\underline{\mathbf{U}} ; \mu, \boldsymbol{\lambda}, c]=\int_{0}^{\Xi}\left(\mathscr{E}\left(\underline{v}, \underline{v}_{x}\right)+\mathscr{I}(\underline{v}, \underline{u})+c \mathscr{Q}(\underline{\mathbf{U}})-\boldsymbol{\lambda} \cdot \underline{\mathbf{U}}+\mu\right) \mathrm{d} x \tag{8}
\end{equation*}
$$

we can see by using (7) and a straightforward change of variable that

$$
\begin{equation*}
\Theta(\mu, \boldsymbol{\lambda}, c)=\oint \frac{\partial \mathscr{E}}{\partial v_{x}}\left(\underline{v}, \underline{v}_{x}\right) \mathrm{d} v \tag{9}
\end{equation*}
$$

is the abbreviated action of $\mathscr{E}$ along the orbit described by $\underline{v}$ in the $\left(v, v_{x}\right)$-plane. This is the reason why, as was observed in [BGNR13, Proposition 1], the partial derivatives of $\Theta$ are merely given by

$$
\begin{equation*}
\Theta_{\mu}=\Xi, \nabla_{\lambda} \Theta=-\int_{0}^{\Xi} \underline{\mathbf{U}} \mathrm{d} x, \Theta_{c}=\int_{0}^{\Xi} \mathscr{Q}(\underline{\mathbf{U}}) \mathrm{d} x \tag{10}
\end{equation*}
$$

We can now state our stability conditions in a more precise way.

Necessary condition for spectral, co-periodic stability. A periodic traveling wave solution to (1), of profile $\underline{\mathbf{U}}$ and period $\Xi$, is said spectrally stable with respect to coperiodic perturbations if the spectrum of the linearized operator

$$
\mathscr{A}:=\mathscr{J} \operatorname{Hess}(\mathscr{H}+c \mathscr{Q})[\underline{\mathbf{U}}]
$$

in $L^{2}(\mathbb{R} / \Xi \mathbb{Z})$ is purely imaginary. We cannot expect more than this neutral stability, because of symmetries $\$^{2}$. A necessary condition for spectral, co-periodic stability is

- $\operatorname{det}(\operatorname{Hess} \Theta) \leq 0$ in the case $N=1$,
- $\operatorname{det}(\operatorname{Hess} \Theta) \geq 0$ in the case $N=2$.

The scalar case $N=1$ is a generalization to quasilinear equations of the results found by Bronski and Johnson [BJ10]. For both cases, the proof is based on the fact that possible unstable eigenvalues $z$ are characterized by $D(z)=0$, with

$$
D(z):=\operatorname{det}(\mathbf{F}(\Xi ; z)-\mathbf{F}(0 ; z))
$$

where $\mathbf{F}(\cdot ; z)$ denotes the fundamental solution of the ODEs in $\mathscr{A} \mathbf{U}=z \mathbf{U}$, and on asymptotic expansions showing that when $r$ is real

$$
D(r) \stackrel{r \rightarrow 0}{=}(-r)^{N+2}\left|\operatorname{det}\left(\mathbf{B}^{-1}\right)\right| \operatorname{det}(\operatorname{Hess} \Theta)+o\left(r^{N+2}\right) \quad \text { and } \quad D(r)>0 \text { for } r \gg 1
$$

These results are collected in a rigorous manner in Theorem 1 (for $N=2$ ) and Theorem 2 (for $N=1$ ) in Section 3 .

Sufficient condition for orbital, co-periodic stability. It is obtained through a variational argument. We assume that $\Xi_{\mu}=\Theta_{\mu \mu} \neq 0$, and define the constraint matrix as

$$
\mathbf{C}:=\frac{\check{\nabla} \Theta_{\mu} \otimes \check{\nabla} \Theta_{\mu}}{\Theta_{\mu \mu}}-\check{\nabla}^{2} \Theta
$$

with $\check{\nabla}$ being a shortcut for the gradient with respect to $(\boldsymbol{\lambda}, c)$ at fixed $\mu$. (Note that the coefficients of $\mathbf{C}$ are made, up to a factor $-1 / \Theta_{\mu \mu}$, of all the $2 \times 2$ minors of $\check{\nabla}^{2} \Theta$ containing $\Theta_{\mu \mu}$.) Let us denote by $\mathbf{A}$ the differential operator obtained as the Hessian of the constrained Hamiltonian:

$$
\mathbf{A}:=\operatorname{Hess}(\mathscr{H}+c \mathscr{Q})[\underline{\mathbf{U}}] .
$$

If $\mathbf{C}$ is nonsingular, and if the negative signatures of the operator $\mathbf{A}$ and of the matrix $\mathbf{C}$ happen to coincide, then the periodic travelling wave solutions to (2) of profile $\underline{\mathbf{U}}$ are orbitally stable in $L^{2}(\mathbb{R} / \Xi \mathbb{Z})$. This is the purpose of Theorem 3 in Section 4 . Its proof is based on the following algebraic relation, shown in [BGNR13] (see also [PSZ13], [KP13, Proposition 5.3.1] for similar observations),

$$
\mathrm{n}(\mathbf{A})=\mathrm{n}\left(\mathbf{A}_{\left.\right|_{\underline{\mathbf{U}}} \mathscr{C}}\right)+\mathrm{n}(\mathbf{C})
$$

where n denotes negative signature, and $T_{\underline{\mathbf{U}}} \mathscr{C}$ is the tangent subspace to the $(N+1)$ codimensional manifold

$$
\mathscr{C}:=\left\{\mathbf{U} \in L^{2}(\mathbb{R} / \Xi \mathbb{Z}) ; \int_{0}^{\Xi} \mathscr{Q}(\mathbf{U}) \mathrm{d} x=\int_{0}^{\Xi} \mathscr{Q}(\underline{\mathbf{U}}) \mathrm{d} x, \int_{0}^{\Xi} \mathbf{U} \mathrm{d} x=\int_{0}^{\Xi} \underline{\mathbf{U}} \mathrm{d} x\right\}
$$

[^2](The space $T_{\underline{\mathbf{U}}} \mathscr{C}$ actually corresponds to what Kapitula and Promislow [KP13] call an admissible space.) According to that relation between negative signatures, the fact that $\mathrm{n}(\mathbf{A})=\mathrm{n}(\mathbf{C})$ implies that the operator $\mathbf{A}_{\left.\right|_{\underline{U}} \mathscr{C}}$ is nonnegative, and up to factoring out the null direction $\underline{\mathbf{U}}_{x}$, this roughly shows that the functional $\mathscr{F}[\cdot ; \mu, \boldsymbol{\lambda}, c]$ has a local minimum at $\underline{\mathbf{U}}$ and its translates $\underline{\mathbf{U}}(\cdot+s)$ on
$$
\mathscr{C}:=\left\{\mathbf{U} \in L^{2}(\mathbb{R} / \Xi \mathbb{Z}) ; \int_{0}^{\Xi} \mathscr{Q}(\mathbf{U}) \mathrm{d} x=\int_{0}^{\Xi} \mathscr{Q}(\underline{\mathbf{U}}) \mathrm{d} x, \int_{0}^{\Xi} \mathbf{U} \mathrm{d} x=\int_{0}^{\Xi} \underline{\mathbf{U}} \mathrm{d} x\right\}
$$

Orbital stability can then be achieved by a contradiction argument as in [BSS87, GSS87], see [BGNR13], or in a direct way as in [Joh09, GH07b (see also [DBGRN14, §4.2 \& §7.3] for an interesting discussion of the pros and cons of these arguments). We choose the direct way for the proof of Theorem 3 in Section 4 .

In practice, we need to evaluate the orbital stability index $n(\mathbf{A})-n(\mathbf{C})$. For the 'concrete' systems we consider in Section5, we can infer from a Sturm-Liouville argument that $\mathrm{n}(\mathbf{A}) \in\{1,2\}$. In particular, extending results by Johnson Joh09 for (gKV), we show that $\Theta_{\mu \mu}>0$ implies $\mathrm{n}(\mathbf{A})=1$. Furthermore, we see that when $N=1$, $\Theta_{\mu \mu} \operatorname{det}(\mathbf{C})=\operatorname{det}(\operatorname{Hess} \Theta)$. Hence a more explicit — but partial — version of the sufficient stability condition:

$$
\Theta_{\mu \mu}>0, \operatorname{det}(\operatorname{Hess} \Theta)<0,
$$

which ensures indeed that $n(\mathbf{A})=n(\mathbf{C})$, and is of course consistent with Johnson's findings in the semilinear case. In fact, we recover in Section 5.1 the more general sufficient condition for $\mathrm{n}(\mathbf{A})=\mathrm{n}(\mathbf{C})$ in $(\mathrm{gKdV})$ that was later derived by Bronski, Johnson and Kapitula [BJK11] - using in particular that $\Theta_{\mu \mu}<0$ implies $\mathrm{n}(\mathbf{A})=2$-, namely

$$
\Theta_{\mu \mu} \neq 0,\left|\begin{array}{cc}
\Theta_{\lambda \lambda} & \Theta_{\mu \lambda} \\
\Theta_{\lambda \mu} & \Theta_{\mu \mu}
\end{array}\right| \neq 0, \operatorname{det}(\operatorname{Hess} \Theta) \neq 0, \quad \mathrm{n}(\operatorname{Hess} \Theta)=1
$$

More generally, for our concrete systems, we prove by related arguments - SturmLiouville theory (see Lemma 2) and simple algebraic relations (see Proposition 1) the remarkable identity for the orbital stability index

$$
\mathrm{n}(\mathbf{A})-\mathrm{n}(\mathbf{C})=\mathrm{n}(\operatorname{Hess} \Theta)-N
$$

Therefore, our nonlinear stability result applies as soon as $\Theta_{\mu \mu} \neq 0, \operatorname{det}(\operatorname{Hess} \Theta) \neq 0$ and

$$
\mathrm{n}(\operatorname{Hess} \Theta)=N
$$

Our approach is applied to (qKdV) in Section 5.1, Theorem 5.
Details regarding the systems which have motivated this work, (EKL) and (EKE), are given in Section 5.2. A most important fact is that these systems share the very same abbreviated action, $\Theta(\mu, \lambda, j, \sigma)$ defined in (35), where $\sigma$ is the speed of EKE waves, $j$ is the 'speed ${ }^{3}$ of EKL waves, and the roles of the parameters $\mu$ and $\lambda$ are exchanged when

[^3]we go from (EKL) to (EKE) and vice versa: $\mu$ is an energy level for EKE waves and a Lagrange multiplier for EKL waves, $\lambda$ is a Lagrange multiplier for EKE waves and an energy level for EKL waves $\}^{4}$. As a consequence, the stability criteria which are expressed only in terms of $\operatorname{det}(\operatorname{Hess} \Theta)$ and $n(\operatorname{Hess} \Theta)$ coincide for corresponding EKE waves and EKL waves. By contrast, the individual negative signatures $n(\mathbf{A})$ and $n(\mathbf{C})$ are in general not preserved by going from one formulation to the other. This explains why some simplified, partial criteria - analogous to those in Joh09 for (gKdV) for instance - are actually formulation-dependent.

The fact that waves should be simultaneously stable in both formulations seems very natural from a physical point of view. However, this is not that obvious to prove mathematically, because the mass Lagrangian coordinates are obtained from the Eulerian coordinates through a nonlinear and nonlocal change of variables that depends on the solution itself.

As far as spectral stability is concerned, and not only co-periodic stability actually, we prove in Theorem 6 (also see Remark 6) that the corresponding linearized operators are indeed isospectral. The proof is quite simple once we reformulate the nonlinear problems in a suitable way, but it reveals that the kind of conjugacy between those operators is not trivial. We are not aware of any earlier result of this type.

As regards the co-periodic orbital stability, its simultaneous occurrence in both formulations (EKL) and (EKE) is supported by the idea that corresponding EKE waves and EKL waves share the same constrained functional $\mathscr{F}[\cdot ; \mu, \lambda, j, \sigma]$, and that the constraints are preserved by passing from Eulerian coordinates to mass Lagrangian coordinates ${ }^{5}$. If the vanishing of our orbital stability index were exactly equivalent to the fact that the functional $\mathscr{F}[\cdot ; \mu, \lambda, j, \sigma]$ has a local minimum on the constrained manifold $\mathscr{C}$ at the wave profile and its translates, this would show the equivalence of co-periodic orbital stability for (EKL) and (EKE). We find out that the issue is a little more subtle by looking at our abstract result, Theorem 3. Recalling that the roles of the 'concrete' parameters $\mu$ and $\lambda$ are exchanged when we go from (EKE) to (EKL), we see that the main assumptions for applying Theorem 3 to (EKE) and (EKL) are,

$$
\Theta_{\mu \mu} \neq 0, \quad \operatorname{det}(\operatorname{Hess} \Theta) \neq 0, \quad \mathrm{n}(\operatorname{Hess} \Theta)=2
$$

for the former (see Theorem 11), and

$$
\Theta_{\lambda \lambda} \neq 0, \quad \operatorname{det}(\operatorname{Hess} \Theta) \neq 0, \quad \mathrm{n}(\operatorname{Hess} \Theta)=2
$$

for the latter (see Theorem 10). The slight discrepancy between these two sets of conditions obviously comes from the derivatives $\Theta_{\mu \mu}$ and $\Theta_{\lambda \lambda}$, which correspond respectively to the derivative with respect to $\mu$ of the wave period in Eulerian coordinates - $\mu$ being

[^4]the energy level in these coordinates - and the derivative with respect to $\lambda$ of the wave period in mass Lagrangian coordinates - $\lambda$ being the energy level in these coordinates. They are not a priori related to each other. However, as long as we regard the vanishing of either $\Theta_{\mu \mu}$ or $\Theta_{\lambda \lambda}$ as anomalous transitions, we can indeed think of the periodic waves as being simultaneously orbitally stable with respect to co-periodic perturbations in Eulerian coordinates and mass Lagrangian coordinates. Again, this is not that an obvious result, because the meaning of co-periodic perturbations is different from one formulation to the other ${ }^{6}$

Finally, it turns out from a simple algebraic computation that for (EKL) the negative signature of the Hessian of the constrained Hamiltonian in mass Lagrangian coordinates coincides with the negative signature of the qKdV operator,

$$
\mathbf{a}:=\operatorname{Hess}(
$$

for the former, and

$$
\mathbf{U}=\binom{v}{w}, \mathscr{I}(v, w)=\frac{1}{2} w^{2}, \mathscr{E}\left(v, v_{y}\right)=\frac{1}{2} \kappa(v) v_{y}^{2}+f(v)
$$

for the latter, as long as $\kappa, \mathscr{K}$, and $\rho$ take positive values.
Recall that profiles $\underline{\mathbf{U}}$ of periodic wave solutions to (1) are characterized by the algebrodifferential system made of (6), (7), which depends on the parameters $(\mu, \boldsymbol{\lambda}, c) \in \mathbb{R}^{4}$. Equivalently, by using (5), we can view the profile $\underline{\mathbf{U}}$ of waves of speed $c$ as a spatially periodic, and steady solution to the system (1) rewritten in a mobile frame, which reads

$$
\begin{equation*}
\partial_{t} \mathbf{U}=\mathbf{B} \partial_{x}(\mathrm{E}(\mathscr{H}+c \mathscr{Q})[\mathbf{U}]) . \tag{11}
\end{equation*}
$$

For later use, let us note that (11) admits the conservation law

$$
\begin{equation*}
\partial_{t} \mathscr{Q}(\mathbf{U})=\partial_{x}(\mathbf{U} \cdot \mathbf{E}(\mathscr{H}+c \mathscr{Q})[\mathbf{U}]+\mathrm{L}(\mathscr{H}+c \mathscr{Q})[\mathbf{U}]), \tag{12}
\end{equation*}
$$

which is just (4) written in the mobile frame. In a similar way, let us note that as soon as Eq. (6) holds true, Eq. (7) equivalently reads

$$
\begin{equation*}
\underline{\mathbf{U}} \cdot \mathrm{E}(\mathscr{H}+c \mathscr{Q})[\underline{\mathbf{U}}]+\mathrm{L}(\mathscr{H}+c \mathscr{Q})[\underline{\mathbf{U}}]=\mu \tag{13}
\end{equation*}
$$

We now fix such a periodic profile $\underline{\mathbf{U}}$, say of period $\Xi$, and assume without loss of generality that $\underline{v}_{x}$ vanishes at $x=0$, which will simplify a little bit our computations. Linearizing (11) about $\underline{\mathbf{U}}$, we receive the following system, in which the same notation $\mathbf{U}$ now stands for the variation of the original $\mathbf{U}$ around $\underline{\mathbf{U}}$,

$$
\begin{equation*}
\partial_{t} \mathbf{U}=\mathbf{B} \partial_{x}(\mathbf{A} \mathbf{U}), \tag{14}
\end{equation*}
$$

where

$$
\mathbf{A}:=\operatorname{Hess}(\mathscr{H}+c \mathscr{Q})[\underline{\mathbf{U}}] .
$$

In general, Hess $\mathscr{H}[\underline{\mathbf{U}}]$ is the differential operator defined by
$(\operatorname{Hess} \mathscr{H}[\underline{\mathbf{U}}] \mathbf{U})_{\alpha}=\frac{\partial^{2} \mathscr{H}[\underline{\mathbf{U}}]}{\partial U_{\alpha} \partial U_{\beta}} U_{\beta}+\frac{\partial^{2} \mathscr{H}[\underline{\mathbf{U}}]}{\partial U_{\alpha} \partial U_{\beta, x}} U_{\beta, x}-\mathrm{D}_{x}\left(\frac{\partial^{2} \mathscr{H}[\underline{\mathbf{U}}]}{\partial U_{\alpha, x} \partial U_{\beta}} U_{\beta}+\frac{\partial^{2} \mathscr{H}[\underline{\mathbf{U}}]}{\partial U_{\alpha, x} \partial U_{\beta, x}} U_{\beta, x}\right)$,
and similarly for $\mathscr{Q}$. However, $\operatorname{Hess} \mathscr{Q}[\underline{\mathbf{U}}]$ happens to merely coincide here with the matrix $\mathbf{B}^{-1}$, and $\mathbf{A}$ is like Hess $\mathscr{H}[\underline{\mathbf{U}}]$ a self-adjoint differential operator, of second order in $v$, with periodic coefficients of period $\Xi$. Our main purpose here is to derive a criterion ensuring that the composite differential operator

$$
\mathscr{A}:=\mathbf{B} \partial_{x} \mathbf{A}
$$

does not have any spectrum in the complex, right-half plane, when the eigenfunctions are sought $\Xi$-periodic.

Let us recall the classical observations that the profile equation in (6) implies, by differentiation in $x$, that $\mathbf{A} \underline{\mathbf{U}}_{x}=0$, and by differentiation with respect to parameters $\mu$, $\boldsymbol{\lambda}, c$, we see that ${ }^{7}$

$$
\mathscr{A} \underline{\mathbf{U}}_{\mu}=0, \mathscr{A} \underline{\mathbf{U}}_{\lambda_{1}}=0, \mathscr{A} \underline{\mathbf{U}}_{\lambda_{2}}=0, \mathscr{A} \underline{\mathbf{U}}_{c}=-\underline{\mathbf{U}}_{x} .
$$

Another useful relation, which follows from (14) but is more easily derived by linearizing (12) about $\underline{\mathbf{U}}$, is the following

$$
\begin{aligned}
\partial_{t}(\nabla \mathscr{Q}(\underline{\mathbf{U}}) \cdot \mathbf{U})= & \partial_{x}\left(\mathbf{U} \cdot \mathbf{E}(\mathscr{H}+c \mathscr{Q})[\underline{\mathbf{U}}]+\underline{\mathbf{U}} \cdot \mathbf{A} \mathbf{U}-\mathbf{U} \cdot \nabla_{\mathbf{U}}(\mathscr{H}+c \mathscr{Q})[\underline{\mathbf{U}}]\right) \\
& +\partial_{x}\left(\partial_{v_{x} v} \mathscr{E}[\underline{v}] \underline{v}_{x} v+\partial_{v_{x}}^{2} \mathscr{E}[\underline{v}] \underline{v}_{x} v_{x}\right),
\end{aligned}
$$

which can be simplified into

$$
\begin{equation*}
\partial_{t}(\nabla \mathscr{Q}(\underline{\mathbf{U}}) \cdot \mathbf{U})=\partial_{x}\left(\underline{\mathbf{U}} \cdot \mathbf{A} \mathbf{U}-\underline{\kappa} \underline{v}_{x x} v+\underline{\kappa} \underline{v}_{x} v_{x}\right) \tag{15}
\end{equation*}
$$

where $\underline{\kappa}:=\partial_{v_{x}}^{2} \mathscr{E}[\underline{v}]>0$ by assumption.
For all $z \in \mathbb{C}$, let us consider the spectral problem associated with (14),

$$
\begin{equation*}
z \mathbf{U}=\mathscr{A} \mathbf{U} \tag{16}
\end{equation*}
$$

which amounts to looking for solutions of (14) of the form $\mathrm{e}^{z t} \mathbf{U}(x)$. For such a solution, (15) readily implies by integration the following relation

$$
z \int_{0}^{\Xi} \nabla \mathscr{Q}(\underline{\mathbf{U}}(x)) \cdot \mathbf{U}(x) \mathrm{d} x=\underline{\mathbf{U}}(0) \cdot[\mathbf{A U}]-\underline{\kappa}(0) \underline{v}_{x x}(0)[v]
$$

where we have used the shortcut $[f]$ for expressions of the form $f(\Xi)-f(0)$, and the fact that $\underline{\mathbf{U}}$ is $\Xi$-periodic and chosen such that $\underline{v}_{x}(0)=0$. Furthermore, by also integrating (16) over a period, we obtain

$$
\begin{equation*}
z \int_{0}^{\Xi} \mathbf{U}(x) \mathrm{d} x=\mathbf{B}[\mathbf{A U}] \tag{17}
\end{equation*}
$$

Therefore, we have

$$
\begin{equation*}
z \int_{0}^{\Xi} \nabla \mathscr{Q}(\underline{\mathbf{U}}(x)) \cdot \mathbf{U}(x) \mathrm{d} x=z \mathbf{B}^{-1} \underline{\mathbf{U}}(0) \cdot \int_{0}^{\Xi} \mathbf{U}(x) \mathrm{d} x-\underline{\kappa}(0) \underline{v}_{x x}(0)[v] . \tag{18}
\end{equation*}
$$

This relation will be used in a crucial way below, given that $\underline{\kappa}(0)>0$ and $\underline{v}_{x x}(0) \neq 0$.

[^5]
### 3.2 Evans function

The eigenvalue equations in (16) consist of a system of ODEs, which is of first order in $u$ and third order in $v$. Rewriting this system as a first-order system of four ODEs - linear ODEs with $\Xi$-periodic coefficients, and denoting by $\mathbf{F}(\cdot ; z)$ its fundamental solution, we see that the existence of a $\Xi$-periodic, nontrivial solution to (16) is equivalent to $D(z)=0$, where

$$
D(z):=\operatorname{det}(\mathbf{F}(\Xi ; z)-\mathbf{F}(0 ; z))
$$

The function $D: \mathbb{C} \rightarrow \mathbb{C}$ is called an Evans function ${ }^{8}$.
Theorem 1. In the framework of Sections 2 and 3.1, we make the 'generic' assumption
$\left(\mathbf{H 0 )}\right.$ There exists an open set $\Omega$ of $\mathbb{R}^{N+2}$ and a family of periodic traveling profiles $\underline{\mathbf{U}}$ smoothly parametrized by $(\mu, \boldsymbol{\lambda}, c) \in \Omega$ such that (6)-(7) hold true, that is

$$
\mathrm{E}(\mathscr{H}+c \mathscr{Q})[\underline{\mathbf{U}}]=\boldsymbol{\lambda}, \quad \underline{\mathbf{U}} \cdot \mathbf{E} \mathscr{H}[\underline{\mathbf{U}}]+\mathrm{L} \mathscr{H}[\underline{\mathbf{U}}]+c \mathscr{Q}(\underline{\mathbf{U}})=\mu .
$$

If $N=2$ then the Evans function $D$ defined above has the following asymptotic behaviors

$$
\begin{equation*}
D(r) \stackrel{r \rightarrow 0}{=} r^{4}\left(-\operatorname{det}\left(\mathbf{B}^{-1}\right)\right) \operatorname{det}(\operatorname{Hess} \Theta)+o\left(r^{4}\right), \quad D(r)>0 \text { for } r \gg 1 \tag{19}
\end{equation*}
$$

If $\operatorname{det}(\operatorname{Hess} \Theta)<0$, then the corresponding wave is spectrally unstable.
Notice that $\operatorname{det}\left(\mathbf{B}^{-1}\right)=-b^{2}$ so that $\left(-\operatorname{det}\left(\mathbf{B}^{-1}\right)\right)=\left|\operatorname{det}\left(\mathbf{B}^{-1}\right)\right|$.
Proof. We begin by observing that $\underline{\mathbf{U}}_{x}, \underline{\mathbf{U}}_{\mu}, \underline{\mathbf{U}}_{\lambda_{1}}, \underline{\mathbf{U}}_{\lambda_{2}}$ are solutions to the ODEs in (16) with $z=0$, as a consequence - by differentiation in $x$ - of the relations

$$
\begin{equation*}
\mathbf{A} \underline{\mathbf{U}}_{x}=0, \quad \mathbf{A} \underline{\mathbf{U}}_{\mu}=0, \mathbf{A} \underline{\mathbf{U}}_{\lambda_{1}}=\binom{1}{0}, \quad \mathbf{A} \underline{\mathbf{U}}_{\lambda_{2}}=\binom{0}{1} \tag{20}
\end{equation*}
$$

which themselves come from the differentiation of (6). Furthermore, $\left(\underline{\mathbf{U}}_{x}, \underline{\mathbf{U}}_{\mu}, \underline{\mathbf{U}}_{\lambda_{1}}, \underline{\mathbf{U}}_{\lambda_{2}}\right)$ is an independent family. Indeed, would a linear combination $\beta_{0} \underline{\mathbf{U}}_{x}+\beta_{3} \underline{\mathbf{U}}_{\mu}+\beta_{1} \underline{\mathbf{U}}_{\lambda_{1}}+$ $\beta_{2} \underline{U}_{\lambda_{2}}$ be zero, the last two equations in (20) above would imply $\beta_{1}=\beta_{2}=0$, so that $\beta_{0} \underline{\mathbf{U}}_{x}+\beta_{3} \underline{\mathbf{U}}_{\mu}=0$, which turns out to be impossible unless $\beta_{0}=\beta_{3}=0$. Indeed, by differentiation of (7) we see that

$$
-\underline{\kappa} \underline{v}_{x x} \underline{v}_{\mu}+\underline{\kappa} \underline{v}_{x} \underline{v}_{\mu, x}=1, \quad-\underline{\kappa} \underline{v}_{x x} \underline{v}_{x}+\underline{\kappa} \underline{v}_{x} \underline{v}_{x x}=0,
$$

so that $\underline{v}_{\mu}$ and $\underline{v}_{x}$ cannot be colinear. (In the computation here above, we actually have differentiated $(7)$ under the form (13), and used the same simplification as in the derivation of (15), as well as the first two equations in (20) to cancel out the terms $\underline{\mathbf{U}} \cdot \mathbf{A} \underline{\mathbf{U}}_{\mu}$, and $\underline{\mathbf{U}} \cdot \mathbf{A} \underline{\mathbf{U}}_{x}$, even though these simplifications are not necessary to show that $\underline{\mathbf{U}}_{x}$ and $\underline{\mathbf{U}}_{\mu}$

[^6]cannot be colinear. If the second equation obtained in this way is trivial, this is not the case for the first one.) Since we have enforced $\underline{v}_{x}(0)=0$, the above relations imply in particular
\[

$$
\begin{equation*}
\underline{\kappa}(0) \underline{v}_{x x}(0) \underline{v}_{\mu}(0)=-1 . \tag{21}
\end{equation*}
$$

\]

This preliminary observation that $\left(\underline{\mathbf{U}}_{x}, \underline{\mathbf{U}}_{\mu}, \underline{\mathbf{U}}_{\lambda_{1}}, \underline{\mathbf{U}}_{\lambda_{2}}\right)$ is an independent family allows us to consider the family of independent solutions $\mathbf{U}^{j}(\cdot ; z), j=1,2,3,4$, to (16) defined by the initial conditions

$$
\left(v^{j}(0 ; z), v_{x}^{j}(0 ; z), v_{x x}^{j}(0 ; z), u^{j}(0 ; z)\right)^{\top}=\left\{\begin{array}{rll}
\left(\underline{v}_{x}(0), \underline{v}_{x x}(0), \underline{v}_{x x x}(0), \underline{u}_{x}(0)\right)^{\top} & \text { if } & j=1, \\
\left(\underline{v}_{\mu}(0), \underline{v}_{\mu, x}(0), \underline{v}_{\mu, x x}(0), \underline{u}_{\mu}(0)\right)^{\top} & \text { if } & j=2, \\
\left(\underline{v}_{\lambda_{1}}(0), \underline{v}_{\lambda_{1}, x}(0), \underline{v}_{\lambda_{1}, x x}(0), \underline{u}_{\lambda_{1}}(0)\right)^{\top} & \text { if } & j=3, \\
\left.{\underline{v_{\lambda}}}^{(0)}(0), \underline{v}_{\lambda_{2}, x}(0), \underline{\underline{\lambda}}_{\lambda_{2}, x x}(0), \underline{u}_{\lambda_{2}}(0)\right)^{\top} & \text { if } & j=4
\end{array}\right.
$$

We see that the Evans function equivalently reads $D(z)=E(z) / \Delta$, where

$$
E(z):=\left|\begin{array}{ccc}
{\left[v^{1}\right]} & \cdots & {\left[v^{4}\right]} \\
{\left[v_{x}^{1}\right]} & \cdots & {\left[v_{x}^{4}\right]} \\
{\left[v_{x}^{1}\right]} & \cdots & {\left[v_{x x}^{4}\right]} \\
{\left[u^{1}\right]} & \cdots & {\left[u^{4}\right]}
\end{array}\right|, \Delta:=\left|\begin{array}{rll}
v^{1}(0) & \cdots & v^{4}(0) \\
v_{x}^{1}(0) & \cdots & v_{x}^{4}(0) \\
v_{x x}^{1}(0) & \cdots & v_{x x}^{4}(0) \\
u^{1}(0) & \cdots & u^{4}(0)
\end{array}\right| .
$$

Here above and in the remaining part of this proof, the notation [.] is reserved for differences of values between $x=\Xi$ and $x=0$, and has nothing to do with the evaluation of functionals anymore.

Low frequency expansion. This is basically a variation on the computation made in [BGNR14, Section B.2], with a few more details for the reader's convenience. We begin by observing that

$$
[\mathbf{A U}]=\binom{-\underline{\kappa}(0)\left[v_{x x}\right]}{\underline{\alpha}(0)[u]}+\left(\begin{array}{ccc}
* & * & * \\
* & 0 & 0
\end{array}\right)\left(\begin{array}{c}
{[v]} \\
{\left[v_{x}\right]} \\
{[u]}
\end{array}\right)
$$

where $\underline{\alpha}:=\partial_{u}^{2} \mathscr{I}(\underline{v}, \underline{u})>0$ by assumption, and $*$ stand for immaterial real numbers coming from the evaluation of $\underline{\mathbf{U}}$ and its derivatives at 0 . Therefore, we can make some row combinations in the determinant defining $E(z)$ by using (17), and obtain

$$
E(z)=-z^{2} \operatorname{det}\left(\mathbf{B}^{-1}\right) \underline{\kappa}(0)^{-1} \underline{\alpha}(0)^{-1}\left|\begin{array}{ccc}
{\left[v^{1}\right]} & \cdots & {\left[v^{4}\right]} \\
{\left[v_{x}^{1}\right]} & \cdots & {\left[v_{x}^{4}\right]} \\
\int_{0}^{\Xi} \mathbf{U}^{1} & \cdots & \int_{0}^{\Xi} \mathbf{U}^{4}
\end{array}\right|
$$

We can proceed in a similar way by using (18), which yields

$$
\begin{aligned}
E(z)= & z^{3} \operatorname{det}\left(\mathbf{B}^{-1}\right) \underline{\kappa}(0)^{-2} \underline{\alpha}(0)^{-1} \underline{v}_{x x}(0)^{-1} \\
& \times\left|\begin{array}{lll}
\int_{0}^{\Xi} \nabla \mathscr{Q}(\underline{\mathbf{U}}) \cdot \mathbf{U}^{1} & \ldots & \int_{0}^{\Xi} \nabla \mathscr{Q}(\underline{\mathbf{U}}) \cdot \mathbf{U}^{4} \\
{\left[v_{x}^{1}\right]} & \ldots & {\left[v_{x}^{4}\right]} \\
\int_{0}^{\Xi} \mathbf{U}^{1} & \ldots & \int_{0}^{\Xi} \mathbf{U}^{4}
\end{array}\right| .
\end{aligned}
$$

Now, we observe that $\left(\mathbf{U}^{1}\right)_{\mid z=0}=\underline{\mathbf{U}}_{x}$, and by differentiating $z \mathbf{U}^{1}=\mathscr{A} \mathbf{U}^{1}$ we see that $\underline{\mathbf{U}}_{x}=\mathscr{A}\left(\partial_{z} \mathbf{U}^{1}\right)_{\mid z=0}$. Therefore, $\mathbf{U}^{1}+\underline{\mathbf{U}}_{c}$ is in the kernel of $\mathscr{A}$, which is spanned by $\left(\underline{\mathbf{U}}_{x}, \underline{\mathbf{U}}_{\mu}, \underline{\mathbf{U}}_{\lambda_{1}}, \underline{\mathbf{U}}_{\lambda_{2}}\right)$ since this is an independent family of solutions to $\mathscr{A} \mathbf{U}=0$, which is equivalent to a first-order system of four ODEs. We also have that $\left(\mathbf{U}^{2}\right)_{\mid z=0}=\underline{\mathbf{U}}_{\mu}$, $\left(\mathbf{U}^{1}\right)_{\mid z=0}=\underline{\mathbf{U}}_{\lambda_{1}},\left(\mathbf{U}^{1}\right)_{\mid z=0}=\underline{\mathbf{U}}_{\lambda_{2}}$, by the choice of initial conditions. We thus find that

$$
\begin{aligned}
& E(z)=-z^{4} \operatorname{det}\left(\mathbf{B}^{-1}\right) \underline{\kappa}(0)^{-2} \underline{\alpha}(0)^{-1} \underline{v}_{x x}(0)^{-1} \\
& \times\left|\begin{array}{cccc}
\int_{0}^{\Xi} \nabla \mathscr{Q}(\underline{\mathbf{U}}) \cdot \underline{\mathbf{U}}_{c} & \int_{0}^{\Xi} \nabla \mathscr{Q}(\underline{\mathbf{U}}) \cdot \underline{\mathbf{U}}_{\mu} & \int_{0}^{\Xi} \nabla \mathscr{Q}(\underline{\mathbf{U}}) \cdot \underline{\mathbf{U}}_{\lambda_{1}} & \int_{0}^{\Xi} \nabla \mathscr{Q}(\underline{\mathbf{U}}) \cdot \underline{\mathbf{U}}_{\lambda_{2}} \\
{\left[\underline{v}_{c, x}\right]} & {\left[\underline{v}_{\mu, x}\right]} & {\left[\underline{v}_{\lambda_{1}, x}\right]} & {\left[\underline{v}_{\lambda_{2}, x}\right]} \\
\int_{0}^{\Xi} \underline{\mathbf{U}}_{c} & \int_{0}^{\Xi} \underline{\mathbf{U}}_{\mu} & \int_{0}^{\Xi} \underline{\mathbf{U}}_{\lambda_{1}} & \int_{0}^{\Xi} \underline{\mathbf{U}}_{\lambda_{2}}
\end{array}\right|+\mathcal{O}\left(z^{5}\right),
\end{aligned}
$$

which equivalently reads, according to (10),

$$
E(z)=-z^{4} \operatorname{det}\left(\mathbf{B}^{-1}\right) \underline{\kappa}(0)^{-2} \underline{\alpha}(0)^{-1} \underline{v}_{x x}(0)^{-1} \times\left|\begin{array}{cccc}
\Theta_{c c} & \Theta_{c \mu} & \Theta_{c \lambda_{1}} & \Theta_{c \lambda_{2}} \\
{\left[\underline{v}_{c, x}\right]} & {\left[\underline{v}_{\mu, x}\right]} & {\left[\underline{v}_{\lambda_{1}, x}\right]} & {\left[\underline{v}_{\lambda_{2}, x}\right]} \\
\Theta_{\lambda_{1} c} & \Theta_{\lambda_{1} \mu} & \Theta_{\lambda_{1} \lambda_{1}} & \Theta_{\lambda_{1} \lambda_{2}} \\
\Theta_{\lambda_{2} c} & \Theta_{\lambda_{2} \mu} & \Theta_{\lambda_{2} \lambda_{1}} & \Theta_{\lambda_{2} \lambda_{2}}
\end{array}\right|+\mathcal{O}\left(z^{5}\right) .
$$

Finally, using that $\left[\underline{v}_{a, x}\right]=-\Xi_{a} \underline{v}_{x x}(0)$, for $a=c, \mu, \lambda_{1}, \lambda_{2}$ - which merely comes from the differentiation of the relation $\underline{v}_{x}(\Xi)=\underline{v}_{x}(0)$ with respect to those parameters - we obtain

$$
E(z)=z^{4} \operatorname{det}\left(\mathbf{B}^{-1}\right) \underline{\kappa}(0)^{-2} \underline{\alpha}(0)^{-1} \times\left|\begin{array}{cccc}
\Theta_{c c} & \Theta_{c \mu} & \Theta_{c \lambda_{1}} & \Theta_{c \lambda_{2}} \\
\Xi_{c} & \Xi_{\mu} & \Xi_{\lambda_{1}} & \Xi_{\lambda_{2}} \\
\Theta_{\lambda_{1} c} & \Theta_{\lambda_{1} \mu} & \Theta_{\lambda_{1} \lambda_{1}} & \Theta_{\lambda_{1} \lambda_{2}} \\
\Theta_{\lambda_{2} c} & \Theta_{\lambda_{2} \mu} & \Theta_{\lambda_{2} \lambda_{1}} & \Theta_{\lambda_{2} \lambda_{2}}
\end{array}\right|+\mathcal{O}\left(z^{5}\right)
$$

that is, recalling also from (10) that $\Xi=\Theta_{\mu}$,

$$
E(z)=z^{4} \operatorname{det}\left(\mathbf{B}^{-1}\right) \underline{\kappa}(0)^{-2} \underline{\alpha}(0)^{-1} \operatorname{det} \operatorname{Hess} \Theta+\mathcal{O}\left(z^{5}\right) .
$$

On the other hand, using that

$$
\mathbf{A U}(0)=\binom{-\underline{\kappa}(0) v_{x x}(0)}{\underline{\alpha}(0) u(0)}+\left(\begin{array}{ccc}
* & * & * \\
* & 0 & 0
\end{array}\right)\left(\begin{array}{c}
v(0) \\
v_{x}(0) \\
u(0)
\end{array}\right)
$$

in general, and Eqs in 20), we can compute explicitly $\Delta$ by making row combinations again. By using (21) in the last step, we thus find that

$$
\begin{aligned}
\Delta & =\left|\begin{array}{cccc}
\underline{v}_{x}(0) & \underline{v}_{\mu}(0) & \underline{v}_{\lambda_{1}}(0) & \underline{v}_{\lambda_{2}}(0) \\
\underline{v}_{x x}(0) & \underline{v}_{\mu, x}(0) & \underline{v}_{\lambda_{1}, x}(0) & \underline{v}_{\lambda_{2}, x}(0) \\
\underline{v}_{x x x}(0) & \underline{v}_{\mu, x x}(0) & \underline{v}_{\lambda_{1}, x x}(0) & \underline{v}_{\lambda_{2}, x x}(0) \\
\underline{u}_{x}(0) & \underline{u}_{\mu}(0) & \underline{u}_{\lambda_{1}}(0) & \underline{u}_{\lambda_{2}}(0)
\end{array}\right| \\
& =-\underline{v_{1}}(0)^{-1} \underline{\alpha}(0)^{-1} \left\lvert\, \begin{array}{l}
0 \\
\underline{v}_{x x}(0) \\
\underline{v}_{\mu}(0) \\
\underline{v}_{\mu, x}(0) \\
\underline{v}_{\lambda_{1}}(0) \\
\underline{v}_{\lambda_{1}, x}(0)
\end{array} \underline{v}_{\lambda_{\lambda_{2}, x}(0)}(0)\right. \\
& =\underline{\kappa}(0)^{-1} \underline{\alpha}(0)^{-1} \underline{v}_{x x}(0) \underline{v}_{\mu}(0) \\
& =-\underline{\kappa}(0)^{-2} \underline{\alpha}(0)^{-1} .
\end{aligned}
$$

Altogether with the expansion of $E(z)$, this gives

$$
D(z) \stackrel{z \rightarrow 0}{=}-z^{4} \operatorname{det}\left(\mathbf{B}^{-1}\right) \operatorname{det} \operatorname{Hess} \Theta+\mathcal{O}\left(z^{5}\right) .
$$

High frequency expansion. In order to find the sign of $D(z)$ for $z \in \mathbb{R}_{+}$large enough, we can invoke a homotopy argument9. For this argument to work out, we must check that there exists $R>0$ so that $D(r) \neq 0$ for $r \geq R$, and moreover that this $R$ can be found to be uniform along the family of Evans functions associated with a continuous path going from the operator $\mathscr{A}$ to a simpler operator, say $\widetilde{\mathscr{A}}$, for which we can compute the Evans function $\widetilde{D}$ explicitly. We choose

$$
\widetilde{\mathscr{A}}:=\widetilde{\mathbf{B}} \partial_{x} \operatorname{Hess} \widetilde{\mathscr{H}}[\underline{\mathbf{U}}], \widetilde{\mathbf{B}}^{-1}:=\left(\begin{array}{l|l}
0 & b \\
\hline b & 0
\end{array}\right), \widetilde{\mathscr{H}}[\mathbf{U}]:=\frac{1}{2} u^{2}+\frac{1}{2} v_{x}^{2},
$$

and postpone the search for $R$ to the next paragraph.
Once we have this $R$, we know that $D(r)$ and $\widetilde{D}(r)$ have the same sign for $r \geq R$. Let us compute $\widetilde{D}(r)$. The eigenvalue equations $\widetilde{\mathscr{A} \mathbf{U}}=z \mathbf{U}$ equivalently read

$$
\left\{\begin{aligned}
-\partial_{x}^{3} v & =z b u \\
\partial_{x} u & =z b v,
\end{aligned}\right.
$$

[^7]or
\[

\partial_{x}\left($$
\begin{array}{c}
v \\
v_{x} \\
v_{x x} \\
u
\end{array}
$$\right)=\mathbb{A}(z)\left($$
\begin{array}{c}
v \\
v_{x} \\
v_{x x} \\
u
\end{array}
$$\right), \mathbb{A}(z):=\left($$
\begin{array}{cccc}
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & -z b \\
z b & 0 & 0 & 0
\end{array}
$$\right) .
\]

It is then a simple exercise to compute $\widetilde{D}(z)=\operatorname{det}\left(\mathrm{e}^{\Xi \mathbb{A}(z)}-1\right)$. In particular, for $z=r \in(0,+\infty), \mathbb{A}(r)$ has four distinct eigenvalues, $\pm(1 \pm i) \sqrt{r|b| / 2}$. Therefore, it is diagonalizable and

$$
\begin{gathered}
\operatorname{det}\left(\mathrm{e}^{\Xi \mathbb{A}(r)}-1\right)=\left(e^{\Xi(1+i) \sqrt{r|b| / 2}}-1\right)\left(e^{\Xi(1-i) \sqrt{r|b| / 2}}-1\right)\left(e^{\Xi(-1+i) \sqrt{r|b| / 2}}-1\right)\left(e^{\Xi(-1-i) \sqrt{r|b| / 2}}-1\right) \\
=\left|e^{\Xi(1+i) \sqrt{r|b| / 2}}-1\right|^{2}\left|e^{\Xi(-1+i) \sqrt{r|b| / 2}}-1\right|^{2}>0 .
\end{gathered}
$$

High enough frequencies are not eigenvalues. For any $\theta \in[0,1]$, we set $\mathscr{A}_{\theta}:=\widetilde{\mathbf{B}}_{\theta} \partial_{x} \operatorname{Hess} \widetilde{\mathscr{H}}_{\theta}[\underline{\mathbf{U}}] \quad$ where $\widetilde{\mathscr{H}_{\theta}}=\theta \mathscr{H}+(1-\theta) \widetilde{\mathscr{H}} \quad$ and $\quad \widetilde{\mathbf{B}}_{\theta}^{-1}=\theta \mathbf{B}^{-1}+(1-\theta) \widetilde{\mathbf{B}}^{-1}$.

Notice that this does define a $\widetilde{\mathbf{B}}_{\theta}$ since the formula for $\widetilde{\mathbf{B}}_{\theta}^{-1}$ defines a matrix with determinant $\operatorname{det}\left(\mathbf{B}^{-1}\right)$. The aim is to find $R \in(0,+\infty)$ such that, for all $\theta \in[0,1]$, the operator $\mathscr{A}_{\theta}$ does not have any $\Xi$-periodic eigenfunction associated with a real eigenvalue $r \geq R$. Observing that $\mathscr{A}_{\theta}$ is - on purpose - exactly of the same form as $\mathscr{A}$, by just replacing $\mathrm{B}^{-1}, \mathscr{I}, \mathscr{E}$ by

$$
\widetilde{\mathbf{B}}_{\theta}^{-1}:=\left(\begin{array}{c|c}
\theta a & b \\
\hline b & 0
\end{array}\right), \mathscr{I}_{\theta}=\theta \mathscr{I}+(1-\theta)\left(\frac{1}{2} u^{2}\right), \mathscr{E}_{\theta}=\theta \mathscr{E}+(1-\theta)\left(\frac{1}{2} v_{x}^{2}\right),
$$

we can $\operatorname{drop} \theta$ and seek $R$ for $\mathscr{A}$ under the only assumptions that $b$ is fixed and positive, $a$ may vary while staying bounded, $\underline{\kappa}=\partial_{v_{x}}^{2} \mathscr{E}[\underline{v}]$ and $\underline{\alpha}=\partial_{u}^{2} \mathscr{I}[\underline{v}, \underline{u}]$ are bounded, positive and bounded away from zero. Such an $R$ can be derived from some rough a priori estimates. A similar computation was made in [BGNR14, Section B.1], with a slight mistake which can be fixed by modifying the high order estimate accordingly with what follows.
Let us write the eigenvalue equations (16) in a more explicit way,

$$
\left\{\begin{array}{l}
\partial_{x}(\mathbf{M} v+\underline{\beta} v+\nsim u)+c \partial_{x}(a v+b u)=r(a v+b u) \\
\partial_{x}(q v+\underline{\alpha} u)+c \partial_{x}(b v)=r b v
\end{array}\right.
$$

where $\mathbf{M}:=\operatorname{Hess} \mathscr{E}[\underline{v}]=-\partial_{x} \underline{\kappa} \partial_{x}+q$ with $q$ bounded, and $\underline{\beta}:=\partial_{v}^{2} \mathscr{I}[\underline{v}, \underline{u}], \underline{q}:=\partial_{u v} \mathscr{I}[\underline{v}, \underline{u}]$ bounded too. On the one hand, taking the inner product of the system above with

$$
\mathbf{B}\binom{v}{u}=\binom{u / b}{v / b-a u / b}
$$

in $L^{2}(\mathbb{R} / \Xi \mathbb{Z})$ and integrating by parts, we find that

$$
\begin{aligned}
r\left(\|v\|_{L^{2}}^{2}+\|u\|_{L^{2}}^{2}\right) & =\int_{0}^{\Xi}\left(u_{x} \partial_{x}\left(\underline{\kappa} v_{x}\right)+u \partial_{x}((q+\underline{\beta}) v+\nsim u)+(v-a u) \partial_{x}(\nsim v+\underline{\alpha} u)\right) / b \mathrm{~d} x \\
& \leq C\left(\|v\|_{H^{2}}^{2}+\|u\|_{H^{1}}^{2}\right)
\end{aligned}
$$

for some constant $C$ depending only the bounds on $a, \underline{\kappa}, q, \underline{\alpha}, \underline{\beta}, \underset{\sim}{q}$. On the other hand, taking the inner product of the system above with $\left(v_{x}, u_{x}\right)^{\top}$, and integrating by parts again, we obtain

$$
\begin{aligned}
& 0=\int_{0}^{\Xi}\left(v_{x x} \partial_{x}\left(\underline{\kappa} v_{x}\right)+v_{x} \partial_{x}((q+\underline{\beta}) v+\underset{q u}{ })+u_{x} \partial_{x}(\underline{q} v+\underline{\alpha} u)\right. \\
& \left.+c v_{x} \partial_{x}(a v+b u)+c u_{x} \partial_{x}(b v)\right) \mathrm{d} x \\
& =\int_{0}^{\Xi}\left(\underline{\kappa} v_{x x}^{2}+\underline{\alpha} u_{x}^{2}\right) \mathrm{d} x+\int_{0}^{\Xi}\left(\underline{\kappa}_{x} v_{x} v_{x x}-\not 千 v_{x x} u+v_{x} \partial_{x}((q+\underline{\beta}+a c) v)\right. \\
& +u_{x} \partial_{x}((q+2 b c) v) \mathrm{d} x \\
& \geq \frac{1}{2} \int_{0}^{\Xi}\left(\underline{\kappa} v_{x x}^{2}+\underline{\alpha} u_{x}^{2}\right) \mathrm{d} x-C^{\prime}\left(\|v\|_{H^{1}}^{2}+\|u\|_{L^{2}}^{2}\right)
\end{aligned}
$$

for some other constant $C^{\prime}$ depending only the bounds on $a, \underline{\kappa}, \underline{\kappa}_{x}, q, \underline{\alpha}, \underline{\beta}, \underset{\gamma}{ }, \chi_{x}$. Using once more that $\underline{\kappa}$ and $\underline{\alpha}$ are positive and bounded away from zero, we thus find a constant $C^{\prime \prime}$ such that

$$
\|v\|_{H^{2}}^{2}+\|u\|_{H^{1}}^{2} \leq C^{\prime \prime}\left(\|v\|_{L^{2}}^{2}+\|u\|_{L^{2}}^{2}\right) .
$$

(Note that $\left\|v_{x}\right\|_{L^{2}}^{2}$ has been absorbed in the left-hand side.) Therefore, we have

$$
r\left(\|v\|_{L^{2}}^{2}+\|u\|_{L^{2}}^{2}\right) \leq C C^{\prime \prime}\left(\|v\|_{L^{2}}^{2}+\|u\|_{L^{2}}^{2}\right),
$$

which implies that $v$ and $u$ must be zero if $r>C C^{\prime \prime}$.
Conclusion. By the mean value theorem, a necessary condition for stability of the wave is that $D$ does not change sign on $(0,+\infty)$. Combining the low frequency expansion with the fact that $D(r)$ is positive for large $r$, we obtain the necessary condition for co-periodic stability

$$
-\operatorname{det}\left(\mathbf{B}^{-1}\right) \operatorname{det} \operatorname{Hess} \Theta \geq 0
$$

which requires that $\operatorname{det} \operatorname{Hess} \Theta$ be nonnegative.
We can show a similar result in the case $N=1$, which corresponds to (qKdV), or equivalently $\mathbf{U}=v, \mathscr{H}[\mathbf{U}]=$

Theorem 2. Under assumption (H0), in the case $N=1$, the Evans function defined above has the following asymptotic behaviors

$$
\begin{equation*}
d(r) \stackrel{r \rightarrow 0}{=} r^{3} \operatorname{det}(\operatorname{Hess} \theta)+o\left(r^{3}\right), \quad d(r)<0 \text { for } r \gg 1 \tag{23}
\end{equation*}
$$

If $\operatorname{det}(\operatorname{Hess} \theta)>0$, then the corresponding wave is spectrally unstable.
For consistency, notice that here $\operatorname{det}\left(\mathbf{B}^{-1}\right)=1$.
Proof. We can basically copy-paste computations from the proof of Theorem 1, by taking $\mathbf{B}=1$, and dropping the $u$-components, $\mathscr{I}$, and all terms in $\lambda_{2}$. We just have to pay attention to where the signs change. A first, obvious one is that $\operatorname{det} \mathbf{B}$ is now positive. There is another change of sign in the computation of $E(z)$ near zero, because there is now only one row where we find a minus sign by writing $\int_{0}^{\Xi} \underline{v} \mathrm{~d} x=-\theta_{\lambda}$. So these two changes of sign give the claimed asymptotic expansion at zero. There is a third, and last change of sign in the computation of $d(r)$ for large $r$. Indeed, the ODE to solve is now

$$
-\partial_{x}^{3} v=r v
$$

which has the three wavenumbers $k_{0}=-\sqrt[3]{r}, k_{1}=\mathrm{e}^{i \pi / 3} \sqrt[3]{r}$, and $\overline{k_{1}}$ for $r>0$. Therefore, $\widetilde{d}(r)=\left(\mathrm{e}^{k_{0}}-1\right)\left|\mathrm{e}^{k_{1}}-1\right|^{2}<0$.

Remark 1. Our main implicit restriction - even at the abstract level - is that we only consider systems for which, by a suitable number of integrations, the original travelingwave profile system may be converted in a planar Hamiltonian, reduced, profile equation. Otherwise one would expect, as in the well-studied - and algebraically much simpler case of solitary waves, some orientation index to enter in formulas for stability indices. For solitary waves, the computation of the necessary orientation index from geometric invariants is still the object of intense research ; see for instance CB15 and references therein.

Remark 2. As said in the introduction, this result confirms earlier findings by Johnson Joh09] in the special case when $\kappa$ is constant. Though our presentation for (qKdV) does not follow the one by Johnson for (gKdV), some of our steps do not differ significantly. By contrast, some others are fundamentally different, as required by the quasilinear nature of our problem. For instance, in the foregoing proof, the purpose of the homotopy argument and the auxiliary resolvent estimates is precisely to reduce computations to a semilinear case. When equations are already in semilinear form, those techniques are not needed, and a readily regular limit $\lambda \rightarrow \infty$ leads to a constant-coefficient problem. Likewise, the local well-posedness results invoked in Section 5 for applying our abstract orbital stability to actual PDEs is dramatically improved for semilinear versions of those equations. These observations are instances of the usual rule of thumb that departures of quasilinear strategies from semilinear ones are only required when some high-frequency control is needed.

Remark 3. It is instructive to seek parallels of our results in the classical stability theory for steady states of finite-dimensional Hamiltonian systems of ordinary differential equations. Indeed, up to replacing Evans' functions with characteristic polynomials, the foregoing proofs echo the classical proof that steady states at which the Hessian of the Hamiltonian is nonsingular and has an odd number of negative directions are spectrally instable. We claim that the analogy goes further. On the one hand, it follows from our proof that the sign of $\operatorname{det}(\operatorname{Hess} \Theta)$ provides us with the parity of the number of eigenvalues of $\mathscr{A}$ on $(0,+\infty)$. On the other hand, as we shall see in the next section, the relevant Hessian there is the constrained Hessian $\mathbf{A}_{T_{\mathbf{U}}{ }^{\mathscr{C}}}$. Even though we do not endeavor to prove it in the present paper, we do expect that the parity of the negative signature of $\mathbf{A}_{T_{\mathbf{U}} \mathscr{C}}$ and of the number of eigenvalues of $\mathscr{A}$ on $(0,+\infty)$ coincide, so that the results of the current section could be thought of as a direct analogue of the finite-dimensional case, with $\mathbf{A}_{\left.\right|_{\mathbf{U}} \mathscr{C}}$ in place of the classical Hessian of the Hamiltonian. The deepest way to prove our claim regarding the agreement of those parities consists in examining the Krein signature of eigenvalues. Indeed, building on the fact that eigenvectors of $\mathscr{A}$ are orthogonal for the quadratic form associated with $\mathbf{A}$, one may expect to prove that the negative signature of $\mathbf{A}_{T_{\underline{U}} \mathscr{E}}$ is the number of eigenvalues $z$, with $\operatorname{Re}(z) \geq 0$ and negative Krein signature, and our claim on parity would then follow from the fact that eigenvalues with $\operatorname{Re}(z) \geq 0$ but $\operatorname{Im}(z) \neq 0$ come in pairs. See detailed discussions, precise statements and proofs of similar results in [KKS04, BJK11, BJK14] and [KP13, Chapter 7].

## 4 Co-periodic, orbital stability

### 4.1 Abstract setting

We still consider a Hamiltonian system of the form (2), which we relabel here for the reader's convenience:

$$
\begin{equation*}
\partial_{t} \mathbf{U}=\partial_{x}(\mathbf{B E} \mathscr{H}[\mathbf{U}]), \tag{24}
\end{equation*}
$$

with $\mathbf{U}$ taking values in $\mathbb{R}^{N}$, B a nonsingular, symmetric $N \times N$ matrix, $\mathscr{H}=\mathscr{H}\left(\mathbf{U}, \mathbf{U}_{x}\right)$, and denote by $\mathscr{Q}$ the impulse - or momentum - defined by

$$
\mathscr{Q}(\mathbf{U})=\frac{1}{2} \mathbf{U} \cdot \mathbf{B}^{-1} \mathbf{U} .
$$

Eq. (24) is obviously a system of $N$ (local) conservation laws of order at most three in the spatial variable $x$. Of course we have in mind the more specific forms of $\mathbf{B}$ and $\mathscr{H}$ that are described in Section 3.1, and correspond to either (qKdV) in the case $N=1$, or to (EK) in the case $N=2$. In the latter case, the first conservation law is of order one, and the second one is of order three as regards the first dependent variable, and of order one for the second dependent variable. Section 5 is devoted to a detailed investigation of those 'examples'. Here, we refrain from restricting to any specific form of $\mathbf{B}$ and $\mathscr{H}$, in order to emphasize the crucial ingredients in the proof of co-periodic, orbital stability.

The reader is referred to Sections 5.1 and 5.2 for an application of our abstract result (Theorem 3 below) to respectively (qKdV) and (EK).

As far as smooth solutions of (24) are concerned, they satisfy at least two additional, local conservation laws. One is the conservation of the impulse Q, Eq. (4), and the other one is the conservation of the Hamiltonian $\mathscr{H}$, which explicitly reads

$$
\partial_{t} \mathscr{H}[\mathbf{U}]=\partial_{x}\left(\frac{1}{2} \mathrm{E} \mathscr{H}[\mathbf{U}] \cdot \mathbf{B} \mathbf{E} \mathscr{H}[\mathbf{U}]+\nabla_{\mathbf{U}_{x}} \mathscr{H}[\mathbf{U}] \cdot \mathbf{B} \partial_{x} \mathrm{E} \mathscr{H}[\mathbf{U}]\right) .
$$

All these local conservation laws have the most important consequence that, along smooth periodic solutions to (24), we have

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \int_{0}^{\Xi} \mathbf{U} \mathrm{d} x=0, \quad \frac{\mathrm{~d}}{\mathrm{~d} t} \int_{0}^{\Xi} \mathscr{Q}(\mathbf{U}) \mathrm{d} x=0, \quad \frac{\mathrm{~d}}{\mathrm{~d} t} \int_{0}^{\Xi} \mathscr{H}[\mathbf{U}] \mathrm{d} x=0 \tag{25}
\end{equation*}
$$

if $\Xi$ denotes the period of those solutions. For a given $\Xi$, we call energy space, and denote by $\mathbb{H}_{\Xi}$ a dense subspace of $\left(L^{2}(\mathbb{R} / \Xi \mathbb{Z})\right)^{N}$ on which the functional

$$
\mathbf{U} \mapsto \int_{0}^{\Xi} \mathscr{H}[\mathbf{U}] \mathrm{d} x
$$

is (at least) $\mathcal{C}^{2}$. Behind this loose definition, we merely have in mind $\mathbb{H}_{\Xi}=H^{1}(\mathbb{R} / \Xi \mathbb{Z})$ for $(\mathrm{qKdV})$, and $\mathbb{H}_{\Xi}=H^{1}(\mathbb{R} / \Xi \mathbb{Z}) \times L^{2}(\mathbb{R} / \Xi \mathbb{Z})$ for $(\mathrm{EK})$. Note that the linear functional

$$
\mathbf{U} \mapsto \int_{0}^{\Xi} \mathbf{U} \mathrm{d} x
$$

is automatically $\mathcal{C}^{\infty}$ on $\left(L^{2}(\mathbb{R} / \Xi \mathbb{Z})\right)^{N}$, by the embedding $L^{1}(\mathbb{R} / \Xi \mathbb{Z}) \hookrightarrow L^{2}(\mathbb{R} / \Xi \mathbb{Z})$, and that the quadratic functional

$$
\mathbf{U} \mapsto \int_{0}^{\Xi} \mathscr{Q}(\mathbf{U}) \mathrm{d} x
$$

is also $\mathcal{C}^{\infty}$ on $\left(L^{2}(\mathbb{R} / \Xi \mathbb{Z})\right)^{N}$ by the Cauchy-Schwarz inequality. Therefore, whatever the constants $(\mu, \boldsymbol{\lambda}, c) \in \mathbb{R}^{N+2}$, the functional

$$
\mathbf{U} \mapsto \mathscr{F}[\mathbf{U} ; \mu, \boldsymbol{\lambda}, c]:=\int_{0}^{\Xi}\left(\mathscr{H}\left(\mathbf{U}, \mathbf{U}_{x}\right)+c \mathscr{Q}(\mathbf{U})-\boldsymbol{\lambda} \cdot \mathbf{U}+\mu\right) \mathrm{d} x
$$

is $\mathcal{C}^{2}$ on the energy space $\mathbb{H}_{\Xi}$. Let us point out that these functionals - in particular $\mathscr{F}[\mathbf{U} ; \mu, \boldsymbol{\lambda}, c]$ - are invariant under the action of spatial translations $\mathbf{U} \mapsto \mathbf{U}(\cdot+s)$ on $\Xi$-periodic functions $\mathbf{U}$, so that they are indeed well defined for $\mathbf{U}$ viewed as a function on the circle $\mathbb{R} / \Xi \mathbb{Z}$. Furthermore, (25) implies that $\mathscr{F}[\cdot ; \mu, \boldsymbol{\lambda}, c]$ is preserved along smooth, $\Xi$-periodic solutions of (24).

Our main assumptions are the following.
(H0) There exists an open set $\Omega$ of $\mathbb{R}^{N+2}$ and a family of periodic traveling profiles $\underline{\mathbf{U}}$ parametrized by $(\mu, \boldsymbol{\lambda}, c) \in \Omega$ such that the profile equations in (6)-(7),

$$
\mathrm{E}(\mathscr{H}+c \mathscr{Q})[\underline{\mathbf{U}}]=\boldsymbol{\lambda}, \mathrm{L} \mathscr{H}[\underline{\mathbf{U}}]-c \mathscr{Q}(\underline{\mathbf{U}})+\boldsymbol{\lambda} \cdot \underline{\mathbf{U}}=\mu,
$$

hold true, and the mapping $(\mu, \boldsymbol{\lambda}, c) \in \Omega \mapsto(\underline{\mathbf{U}}, \Xi) \in \mathcal{C}_{b}^{2}(\mathbb{R}) \times \mathbb{R}$ is continuously differentiable, where $\Xi$ denotes the period of the profile $\underline{\mathbf{U}}$.
(H1) The derivative of the period $\Xi$ with respect to the energy level $\mu$, denoted by $\Xi_{\mu}$, does not vanish on $\Omega$, and the abbreviated action integral

$$
\Theta(\mu, \boldsymbol{\lambda}, c)=\int_{0}^{\Xi}\left(\mathscr{H}\left(\underline{\mathbf{U}}, \underline{\mathbf{U}}_{x}\right)+c \mathscr{Q}(\underline{\mathbf{U}})-\boldsymbol{\lambda} \cdot \underline{\mathbf{U}}+\mu\right) \mathrm{d} x
$$

is such that the matrix

$$
\mathbf{C}:=\frac{\check{\nabla} \Theta_{\mu} \otimes \check{\nabla} \Theta_{\mu}}{\Theta_{\mu \mu}}-\check{\nabla}^{2} \Theta
$$

is nonsingular for $(\mu, \boldsymbol{\lambda}, c) \in \Omega$, with $\check{\nabla}=\binom{\nabla_{\boldsymbol{\lambda}}}{\partial_{c}}$.
(H2) For all $\Xi$ in the set of periods achieved on $\Omega$, there exists a dense subspace $\mathbb{H}_{\Xi}$ of $\left(L^{2}(\mathbb{R} / \Xi \mathbb{Z})\right)^{N}$, and an open subset of $\mathbb{H}_{\Xi}$ containing all the profiles $\underline{\mathbf{U}}$ on which the functional

$$
\mathbf{U} \mapsto \int_{0}^{\Xi} \mathscr{H}[\mathbf{U}] \mathrm{d} x
$$

is $\mathcal{C}^{2}$, and if we denote by $\langle\cdot, \cdot\rangle$ the dual product between $\mathbb{H}_{\Xi}^{\prime}$ and $\mathbb{H}_{\Xi}$, there exists a positive number $\alpha$ such that

$$
\|\mathbf{U}\|_{\mathbb{H} \Xi}^{2}=\langle\operatorname{Hess} \mathscr{H}[\underline{\mathbf{U}}] \mathbf{U}, \mathbf{U}\rangle+\alpha\|\mathbf{U}\|_{L^{2}}^{2}
$$

defines an equivalent norm on $\mathbb{H}_{\Xi}$, uniformly in the parameters defining the $\Xi$ periodic profile $\underline{\mathbf{U}}$.
(H3) For all $\Xi$ in the set of periods achieved on $\Omega$, there exists a dense subspace $\mathbb{W} \Xi$ of the energy space $\mathbb{H}_{\Xi}$ on which the Cauchy problem for (2) is locally well-posed.

These assumptions are discussed for (qKdV) and (EK) in Section 5 .

### 4.2 An index for co-periodic, orbital stability

Theorem 3. Under the assumptions (H0)-(H1)-(H2)-(H3), for all $(\mu, \boldsymbol{\lambda}, c) \in \Omega$ such that

- the negative signature of $\mathbf{C}$ equals the one of the operator $\mathbf{A}=\operatorname{Hess}(\mathscr{H}+c \mathscr{Q})[\underline{\mathbf{U}}]$,
- the kernel of $\mathbf{A}$ is spanned by $\underline{\mathbf{U}}_{x}$,
the periodic wave of profile $\underline{\mathbf{U}}$ is conditionally, orbitally stable in the following sense. For all $\varepsilon>0$, there exists $\eta>0$ so that, for all $\mathbf{U}_{0} \in \mathbb{W}_{\Xi}$ such that $\left\|\mathbf{U}_{0}-\underline{\mathbf{U}}\right\|_{\mathbb{H} \Xi} \leq \eta$, if $T$ is the maximal time of existence of the solution $\mathbf{U}: t \mapsto \mathbf{U}(\cdot, t) \in \mathbb{W}_{\Xi}$ to (24) such that $\mathbf{U}(0)=\mathbf{U}_{0}$, then

$$
\inf _{s \in \mathbb{R}}\|\mathbf{U}(\cdot, t)-\underline{\mathbf{U}}(\cdot+s)\|_{\mathbb{H}_{\Xi}} \leq \varepsilon, \quad \forall t \in[0, T)
$$

In practice, for the cases discussed in Section 5, the fact that the kernel of $\mathbf{A}$ is spanned by $\underline{\mathbf{U}}_{x}$ is a consequence of the assumption in (H1) that $\Xi_{\mu}$ is nonzero. This is nevertheless a crucial point in the proof of Theorem 3, that is why we state it explicitly. Otherwise, the most important and nontrivial assumption is

$$
\mathrm{n}(\mathbf{A})-\mathrm{n}(\mathbf{C})=0
$$

In this respect, the integer $n(\mathbf{A})-n(\mathbf{C})$ may be called an orbital stability index. It is investigated in more details in Section 5, where we show in particular its connection with the negative signature of Hess $\Theta$ itself, through the remarkable formula

$$
\begin{equation*}
\mathrm{n}(\mathbf{A})-\mathrm{n}(\mathbf{C})=\mathrm{n}(\operatorname{Hess} \Theta)-N \tag{26}
\end{equation*}
$$

Remark 4. At the abstract level of Theorem 3, it is not obvious that the stability criterion $\mathrm{n}(\mathbf{A})=\mathrm{n}(\mathbf{C})$ contains the necessary condition $(-1)^{N} \operatorname{det}$ Hess $\Theta \geq 0$ derived in Section 3 (Theorems 1 and 2) for spectral stability. However, if we admit (26) for a while, we readily see that a null orbital stability index means that $\mathrm{n}(\operatorname{Hess} \Theta)=N$, which implies that $(-1)^{N} \operatorname{det}$ Hess $\Theta \geq 0$. For an alternative connection, see Remarks $2 \& 6$.

Remark 5. In special cases, genuine orbital stability can be inferred from conditional orbital stability. This was dons ${ }^{10}$ for example by Bona and Sachs [BS88, Theorem 4] regarding the stability of solitary waves in (EKL) with a constant $\kappa$. Indeed, in this case (EKL) is a semilinear system of PDEs, and a bound on the low order derivatives of the energy space yields a bound on higher order derivatives, by differentiation of the PDEs and by commutator estimates for the lower order terms.

Remark 6. Going on with our analogy with the finite-dimensional, ODE case initiated in Remark 2, we observe that the above theorem essentially shows that, if the negative signature of $\mathbf{A}_{T_{\mathbf{U}} \mathscr{C}}$ is zero (see Eq. (27) below) then the wave is nonlinearly stable, while the results of the previous section show that, if that negative signature is odd then the wave is spectrally unstable. Even in the finite-dimensional case, this offers a genuine dichotomy ${ }^{11}$ only for planar ODEs. For periodic waves, by contrast with what happens for the effectively lower-dimensional solitary waves or kinks, it turns out that we never have a genuine dichotomy. Nevertheless, by transferring infinite-dimensional conditions on $\mathbf{A}_{T_{\mathbf{U}} \mathscr{C}}$ to finite-dimensional ones on Hess $\Theta$, we have come up with the neat following criteria:

- if $\mathrm{n}(\operatorname{Hess} \Theta)-N$ is zero then the wave is nonlinearly stable (by Theorem 3 plus (26) ;
- if $\mathrm{n}(\operatorname{Hess} \Theta)-N$ is odd then the wave is spectrally unstable (by Theorems 1 \& 2).

[^8]Proof of Theorem 3. It heavily relies on [BGNR13, Theorem 3], in which we proved that

$$
\begin{equation*}
\mathrm{n}(\mathbf{A})=\mathrm{n}\left(\mathbf{A}_{T_{\underline{\mathbf{U}}}{ }^{\mathscr{C}}}\right)+\mathrm{n}(\mathbf{C}) \tag{27}
\end{equation*}
$$

with

$$
T_{\underline{\mathbf{U}}} \mathscr{C}:=\left\{\mathbf{U} \in\left(L^{2}(\mathbb{R} / \Xi \mathbb{Z})\right)^{N} ; \int_{0}^{\Xi} \mathbf{U} \mathrm{d} x=0, \int_{0}^{\Xi} \mathbf{U} \cdot \nabla \mathscr{Q}(\underline{\mathbf{U}}) \mathrm{d} x=0\right\}
$$

and is a revisited - expanded and more accurate - version of the proof of Corollary 2 in [BGNR13]. We proceed in the same spirit as in [DBGRN14, Theorem 7.3].

Step 1. Orbital stability within the constraint manifold

$$
\mathscr{C}=\left\{\mathbf{U} \in \mathbb{H}_{\Xi} ; \int_{0}^{\Xi} \mathbf{U} \mathrm{d} x=\int_{0}^{\Xi} \underline{\mathbf{U}} \mathrm{d} x, \int_{0}^{\Xi} \mathscr{Q}(\mathbf{U}) \mathrm{d} x=\int_{0}^{\Xi} \mathscr{Q}(\underline{\mathbf{U}}) \mathrm{d} x\right\} .
$$

The assumption $\mathrm{n}(\mathbf{A})=\mathrm{n}(\mathbf{C})$ implies $\mathrm{n}\left(\mathbf{A}_{T_{\mathbf{U}} \mathscr{C}}\right)=0$ by the formula in (27) recalled above. Since the kernel of $\mathbf{A}$ is spanned by $\underline{\mathbf{U}}_{x}$, this altogether implies the existence of $C>0$ so that

$$
\langle\mathbf{A V}, \mathbf{V}\rangle \geq C\|\mathbf{V}\|_{L^{2}}^{2}
$$

for all $\mathbf{V} \in \mathbb{H}_{\Xi}$ such that

$$
\begin{equation*}
\int_{0}^{\Xi} \mathbf{V} \mathrm{d} x=0, \quad \int_{0}^{\Xi} \mathbf{V} \cdot \nabla \mathscr{Q}(\underline{\mathbf{U}}) \mathrm{d} x=0, \quad \int_{0}^{\Xi} \mathbf{V} \cdot \underline{\mathbf{U}}_{x} \mathrm{~d} x=0 . \tag{28}
\end{equation*}
$$

In addition, $C$ is bounded by below by a uniform positive constant when the parameters $(\boldsymbol{\lambda}, c)$ vary in a (small) compact subset of $\Lambda$, the projection of $\Omega$ onto $\mathbb{R}^{N+1}$, and $\mu$ is implicitly defined as a function of $(\boldsymbol{\lambda}, c)$ by the fixed period $\Xi$ (which is made possible by the assumption $\Xi_{\mu} \neq 0$ in (H1)). Therefore, by (H2), there exists another positive constant $\widetilde{C}$ such that

$$
\langle\mathbf{A V}, \mathbf{V}\rangle \geq \widetilde{C}\|\mathbf{V}\|_{\mathbb{H}_{\Xi}}^{2}
$$

for all $\mathbf{V} \in \mathbb{H}_{\Xi}$ satisfying (28). Indeed, using the equivalent norm on $\mathbb{H}_{\Xi}$ given in (H2), up to augmenting $\alpha$ in such a way that

$$
-c \mathbf{V} \cdot \mathbf{B}^{-1} \mathbf{V} \leq \alpha \mathbf{V} \cdot \mathbf{V}, \forall \mathbf{V} \in \mathbb{R}^{N}
$$

(and $c$ possibly varying in a compact set of possible wave velocities), and recalling that $\mathbf{A}=\operatorname{Hess} \mathscr{H}[\underline{\mathbf{U}}]+c \mathbf{B}^{-1}$, we see that

$$
\|\mathbf{V}\|_{\mathbb{H}_{\Xi}}^{2}=\langle\mathbf{A V}, \mathbf{V}\rangle-c \int_{0}^{\Xi} \mathbf{V} \cdot \mathbf{B}^{-1} \mathbf{V} \mathrm{~d} x+\alpha \int_{0}^{\Xi} \mathbf{V} \cdot \mathbf{V} \mathrm{d} x \leq\left(1+\frac{2 \alpha}{C}\right)\langle\mathbf{A V}, \mathbf{V}\rangle
$$

for $\mathbf{V} \in \mathbb{H}_{\Xi}$ satisfying (28).
Now, by Taylor expansion we have

$$
\mathscr{F}[\mathbf{U} ; \mu, \boldsymbol{\lambda}, c]-\mathscr{F}[\underline{\mathbf{U}} ; \mu, \boldsymbol{\lambda}, c]=\frac{1}{2}\langle\mathbf{A}(\mathbf{U}-\underline{\mathbf{U}}), \mathbf{U}-\underline{\mathbf{U}}\rangle+o\left(\|\mathbf{U}-\underline{\mathbf{U}}\|_{\mathbb{H}_{\Xi}}^{2}\right)
$$

for $\mathbf{U} \in \mathbb{H}_{\Xi}$ close to $\underline{\mathbf{U}}$. In the expansion here above, the first order term has vanished because of the profile equation $\mathrm{E}(\mathscr{H}+c \mathscr{Q})[\underline{\mathbf{U}}]=\boldsymbol{\lambda}$, which means that $\underline{\mathbf{U}}$ is a critical
point of the functional $\mathscr{F}[\cdot ; \mu, \boldsymbol{\lambda}, c]$, and the second order term comes from the fact that the operator $\mathbf{A}=\operatorname{Hess}(\mathscr{H}+c \mathscr{Q})$ is precisely the second variational derivative of the functional $\mathscr{F}[\because ; \mu, \boldsymbol{\lambda}, c]$. For those $\mathbf{U} \in \mathbb{H}_{\Xi}$ close to $\underline{\mathbf{U}}$ that in addition belong to $\mathscr{C}$, we have

$$
\mathbf{U}-\underline{\mathbf{U}}=\mathbf{V}+o\left(\|\mathbf{U}-\underline{\mathbf{U}}\|_{\mathbb{H}_{\Xi}}\right), \quad \mathbf{V} \in T_{\underline{\mathbf{U}}} \mathscr{C}
$$

which means that $\mathbf{V}$ satisfies the constraints in (28) except for the last one. A nowadays well-known trick to enforce this constraint is to use translation invariance and the implicit function theorem to prove the following.
Lemma 1. For all $\epsilon>0$ we define

$$
\mathbb{U}_{\epsilon}=\left\{\mathbf{U} \in \mathbb{H}_{\Xi} ; \inf _{s \in \mathbb{R}}\|\mathbf{U}-\underline{\mathbf{U}}(\cdot+s)\|_{\mathbb{H}_{\Xi}} \leq \epsilon\right\}
$$

There exists $\epsilon_{0}>0$ and a $\mathcal{C}^{1}$ function $\tau: \mathbb{U}_{\epsilon_{0}} \rightarrow \mathbb{R}$ such that for all $\mathbf{U} \in \mathbb{U}_{\epsilon_{0}}$,

$$
\int_{0}^{\Xi}(\mathbf{U}(x+\tau(\mathbf{U}))-\underline{\mathbf{U}}(x)) \cdot \underline{\mathbf{U}}_{x}(x) \mathrm{d} x=0, \quad\|\mathbf{U}(\cdot+\tau(\mathbf{U}))-\underline{\mathbf{U}}\|_{\mathbb{H}_{\Xi}} \leq \epsilon_{0}
$$

and

$$
\|\mathbf{U}(\cdot+\tau(\mathbf{U}))-\underline{\mathbf{U}}\|_{\mathbb{H}_{\Xi}} \rightarrow 0 \quad \text { when } \quad \inf _{s \in \mathbb{R}}\|\mathbf{U}-\underline{\mathbf{U}}(\cdot+s)\|_{\mathbb{H}_{\Xi}} \rightarrow 0 .
$$

As a consequence, for $\mathbf{U} \in \mathbb{U}_{\epsilon_{0}} \bigcap \mathscr{C}$, we have by the invariance of $\mathscr{F}[\cdot ; \mu, \boldsymbol{\lambda}, c]$ under spatial translations,

$$
\begin{aligned}
\mathscr{F}[\mathbf{U} ; \mu, \boldsymbol{\lambda}, c]-\mathscr{F}[\underline{\mathbf{U}} ; \mu, \boldsymbol{\lambda}, c] & =\mathscr{F}[\widetilde{\mathbf{U}} ; \mu, \boldsymbol{\lambda}, c]-\mathscr{F}[\underline{\mathbf{U}} ; \mu, \boldsymbol{\lambda}, c] \\
& =\frac{1}{2}\langle\mathbf{A} \widetilde{\mathbf{V}}, \widetilde{\mathbf{V}}\rangle \mathrm{d} x+o\left(\|\widetilde{\mathbf{U}}-\underline{\mathbf{U}}\|_{\mathbb{H}_{\Xi}}^{2}\right)
\end{aligned}
$$

where we have denoted by $\widetilde{\mathbf{U}}$ the translate $\mathbf{U}(\cdot+\tau(\mathbf{U}))$, so that

$$
\widetilde{\mathbf{U}}-\underline{\mathbf{U}}=\widetilde{\mathbf{V}}+o\left(\|\widetilde{\mathbf{U}}-\underline{\mathbf{U}}\|_{\mathbb{H}_{\Xi}}\right), \tilde{\mathbf{V}} \in T_{\underline{\mathbf{U}}} \mathscr{C}, \int_{0}^{\Xi} \tilde{\mathbf{V}} \cdot \underline{\mathbf{U}}_{x} \mathrm{~d} x=0 .
$$

Therefore, we have the lower bound

$$
\begin{aligned}
\mathscr{F}[\mathbf{U} ; \mu, \boldsymbol{\lambda}, c]-\mathscr{F}[\underline{\mathbf{U}} ; \mu, \boldsymbol{\lambda}, c] & \geq \frac{\widetilde{c}}{2}\|\widetilde{\mathbf{V}}\|_{\mathbb{H} \Xi}^{2}+o\left(\|\widetilde{\mathbf{U}}-\underline{\mathbf{U}}\|_{\mathbb{H}_{\Xi}}^{2}\right) \\
& \geq \frac{\widetilde{C}}{4}\|\widetilde{\mathbf{U}}-\underline{\mathbf{U}}\|_{\mathbb{H} \Xi}^{2},
\end{aligned}
$$

for $\mathbf{U} \in \mathbb{U}_{\epsilon_{1}} \bigcap \mathscr{C}$ and some $\epsilon_{1} \in\left(0, \epsilon_{0}\right]$.
This is all what we need to use $\mathscr{F}[\cdot ; \mu, \boldsymbol{\lambda}, c]$ as a Lyapunov function to show orbital stability within $\mathscr{C}$. Even though this is a classical reasoning, we give it for completeness. For all $\varepsilon \in\left(0, \epsilon_{1}\right]$, for all $\mathbf{U} \in \mathbb{U}_{\epsilon_{1}} \bigcap \mathscr{C}$ such that $\|\widetilde{\mathbf{U}}-\underline{\mathbf{U}}\|_{\mathbb{H}_{\Xi}}=\varepsilon$, we have

$$
\mathscr{F}[\mathbf{U} ; \mu, \boldsymbol{\lambda}, c] \geq \mathscr{F}[\underline{\mathbf{U}} ; \mu, \boldsymbol{\lambda}, c]+\frac{\widetilde{C}}{4} \varepsilon^{2}=: m(\varepsilon)>\mathscr{F}[\underline{\mathbf{U}} ; \mu, \boldsymbol{\lambda}, c] .
$$

By continuity of $\mathscr{F}[\because ; \mu, \boldsymbol{\lambda}, c]$ at $\underline{\mathbf{U}}$ and its invariance under spatial translations, there exists $\eta \in(0, \varepsilon]$ such that

$$
\mathscr{F}[\mathbf{U} ; \mu, \boldsymbol{\lambda}, c]<m(\varepsilon)
$$

for all $\mathbf{U} \in \mathbb{U}_{\eta}$. Therefore, if we take $\mathbf{U}_{0} \in \mathbb{W}_{\Xi} \bigcap \mathbb{U}_{\eta} \bigcap \mathscr{C}$, and denote by $\mathbf{U}(t)$ the solution at time $t \in[0, T)$ of (24) such that $\mathbf{U}(0)=\mathbf{U}_{0}$, we have

$$
\mathscr{F}[\mathbf{U}(t) ; \mu, \boldsymbol{\lambda}, c]=\mathscr{F}\left[\mathbf{U}_{0} ; \mu, \boldsymbol{\lambda}, c\right]<m(\varepsilon)
$$

for all $t \in[0, T)$. Since $\mathbf{U}(t)$ belongs to $\mathscr{C}$ by the conservation of $\int_{0}^{\Xi} \mathbf{U} \mathrm{d} x$ and $\int_{0}^{\Xi} \mathscr{Q}(\mathbf{U}) \mathrm{d} x$ in (25), the definition of $m(\varepsilon)$ and the mean value theorem prevent $\|\widetilde{\mathbf{U}}(t)-\underline{\mathbf{U}}\|_{\mathbb{H}_{\Xi}}$ from growing larger than $\varepsilon$. Indeed, if this happened, there should exist a time $t$ such that $\|\widetilde{\mathbf{U}}(t)-\underline{\mathbf{U}}\|_{\mathbb{H} \Xi}=\varepsilon$, hence in particular $\mathbf{U}(t) \in \mathbb{U}_{\epsilon_{1}} \cap \mathscr{C}$, and therefore

$$
\mathscr{F}[\mathbf{U}(t) ; \mu, \boldsymbol{\lambda}, c] \geq m(\varepsilon)
$$

whereas we know that

$$
\mathscr{F}[\mathbf{U}(t) ; \mu, \boldsymbol{\lambda}, c]<m(\varepsilon) .
$$

This proves that $\mathbf{U}(t)$ belongs to $\mathbb{U}_{\varepsilon}$ whenever $\mathbf{U}(0) \in \mathbb{U}_{\eta} \bigcap \mathscr{C}$. In addition, this $\eta$ - as well as the $\epsilon_{0}, \epsilon_{1}$ invoked in the derivation of $\eta$ - can be chosen to be the same for parameters $(\mu, \boldsymbol{\lambda}, c)$ varying in a compact subset of $\Omega$ on which the period $\Xi$ remains constant, because $\mathscr{F}$ is uniformly continuous on compact sets of $\mathbb{H}_{\Xi} \times \Omega$, the profile $\underline{\mathbf{U}}$ depends continuously on the parameters $(\mu, \boldsymbol{\lambda}, c)$, as well as the lower bound $\widetilde{C}$, as already mentioned. This uniformity will be used in a crucial way in the final argument.

Step 2. Find a way out of the constraint manifold.
For fixed $(\underline{\mu}, \underline{\boldsymbol{\lambda}}, \underline{c}) \in \Omega$, let us denote by $\underline{\underline{\mathbf{U}}}$ the associated profile, of period $\Xi$,

$$
\underline{\mathbb{U}}_{\epsilon}=\left\{\mathbf{U} \in \mathbb{H}_{\Xi} ; \inf _{s \in \mathbb{R}}\|\mathbf{U}-\underline{\underline{\mathbf{U}}}(\cdot+s)\|_{\mathbb{H}_{\Xi}} \leq \epsilon\right\}
$$

for all $\epsilon>0$, We still denote by $\underline{\mathbf{U}}$ profiles associated with 'generic' parameters $(\mu, \boldsymbol{\lambda}, c) \in$ $\Omega$. There exists a neighbordhood $\mathbb{B}_{\epsilon}$ of $(\underline{\boldsymbol{\lambda}}, \underline{c})$ in $\Lambda$ such that for all $(\boldsymbol{\lambda}, c) \in \mathbb{B}_{\epsilon}$ and $\mu=\mu(\boldsymbol{\lambda}, c)$ - prescribed by the fixed period $\Xi$-, the corresponding profile $\underline{\mathbf{U}}$ belongs to $\underline{\mathbb{U}}_{\epsilon}$.

Next, we claim that for $(\mathbf{M}, P)$ close enough to $\left(\int_{0}^{\Xi} \underline{\underline{\mathbf{U}}} \mathrm{d} x, \int_{0}^{\Xi} \mathscr{Q}(\underline{\underline{\mathbf{U}}}) \mathrm{d} x\right)$, say

$$
\left\|\mathbf{M}-\int_{0}^{\Xi} \underline{\underline{\mathbf{U}}} \mathrm{d} x\right\|_{\mathbb{R}^{N}} \leq \delta(\epsilon), \quad\left|P-\int_{0}^{\Xi} \mathscr{Q}(\underline{\underline{\mathbf{U}}}) \mathrm{d} x\right| \leq \delta(\epsilon)
$$

for some positive $\delta(\epsilon)$, there exists $(\boldsymbol{\lambda}, c) \in \mathbb{B}_{\epsilon}$ such that the traveling profile $\underline{\mathbf{U}}$ associated with $(\mu(\boldsymbol{\lambda}, c), \boldsymbol{\lambda}, c)$ satisfies

$$
\int_{0}^{\Xi} \underline{\mathbf{U}} \mathrm{d} x=\mathbf{M}, \quad \int_{0}^{\Xi} \mathscr{Q}(\underline{\mathbf{U}}) \mathrm{d} x=P .
$$

This follows from the inverse mapping theorem. As a matter of fact, the Jacobian matrix of the mapping

$$
(\boldsymbol{\lambda}, c) \mapsto\left(\int_{0}^{\Xi} \underline{\mathbf{U}} \mathrm{d} x, \int_{0}^{\Xi} \mathscr{Q}(\underline{\mathbf{U}}) \mathrm{d} x\right)
$$

turns out to be $-\mathbf{C}$. This is precisely the reason why we have called $\mathbf{C}$ the constraint matrix. For more details, see [BGNR13, Theorem 3] where we use in a crucial way relations in (10),

$$
\Theta_{\mu}=\Xi, \nabla_{\lambda} \Theta=-\int_{0}^{\Xi} \underline{\mathbf{U}} \mathrm{d} x, \Theta_{c}=\int_{0}^{\Xi} \mathscr{Q}(\underline{\mathbf{U}}) \mathrm{d} x .
$$

Since by (H1) C is assumed to be nonsingular, the inverse mapping theorem does apply and this proves our claim.

Conclusion. We now have all the ingredients to complete the proof of Theorem 3. Let us take $\varepsilon \in\left(0, \epsilon_{1}\right]$, where $\epsilon_{1}$ is introduced as in Step 1 for $(\underline{\mu}, \underline{\boldsymbol{\lambda}}, \underline{c})$ and its neighbors. This is where we use uniformity: by Step 1 , there exists $\eta \in(0, \varepsilon]$ so that, for all $(\boldsymbol{\lambda}, c) \in \mathbb{B}_{\epsilon_{1}}$, if $\mathbf{U}_{0} \in \mathbb{W} \Xi$ is such that

$$
\begin{equation*}
\inf _{s \in \mathbb{R}}\left\|\mathbf{U}_{0}-\underline{\mathbf{U}}(\cdot+s)\right\|_{\mathbb{H} \Xi} \leq \eta, \int_{0}^{\Xi} \mathbf{U}_{0} \mathrm{~d} x=\int_{0}^{\Xi} \underline{\mathbf{U}} \mathrm{d} x, \int_{0}^{\Xi} \mathscr{Q}\left(\mathbf{U}_{0}\right) \mathrm{d} x=\int_{0}^{\Xi} \mathscr{Q}(\underline{\mathbf{U}}) \mathrm{d} x \tag{29}
\end{equation*}
$$

with $\underline{\mathbf{U}}$ being the traveling profile associated with $(\mu(\boldsymbol{\lambda}, c), \boldsymbol{\lambda}, c)$, then $\mathbf{U}(t) \in \mathbb{U}_{\varepsilon / 2}$ for all $t \in[0, T)$, where $T$ is the maximal time of existence of the solution $\mathbf{U}(t)$ of (24) such that $\mathbf{U}(0)=\mathbf{U}_{0}$.

By continuity of the mapping

$$
\mathbf{U} \in \mathbb{H}_{\Xi} \mapsto\left(\int_{0}^{\Xi} \mathbf{U} \mathrm{d} x, \int_{0}^{\Xi} \mathscr{Q}(\mathbf{U}) \mathrm{d} x\right)
$$

there exists $\zeta \in(0, \eta / 2]$ such that $\left\|\mathbf{U}_{0}-\underline{\underline{\mathbf{U}}}\right\|_{\mathbb{H} \Xi} \leq \zeta$ implies

$$
\left\|\int_{0}^{\Xi} \mathbf{U}_{0} \mathrm{~d} x-\int_{0}^{\Xi} \underline{\underline{\mathbf{U}}} \mathrm{d} x\right\|_{\mathbb{R}^{N}} \leq \delta(\eta / 2),\left|\int_{0}^{\Xi} \mathscr{Q}\left(\mathbf{U}_{0}\right) \mathrm{d} x-\int_{0}^{\Xi} \mathscr{Q}(\underline{\underline{\mathbf{U}}}) \mathrm{d} x\right| \leq \delta(\eta / 2)
$$

where $\delta$ is the function involved in Step 2. This implies by Step 2 the existence of $(\boldsymbol{\lambda}, c) \in \mathbb{B}_{\eta / 2}$, its associated profile being $\underline{\mathbf{U}} \in \underline{\mathbb{U}}_{\eta / 2}$ such that

$$
\int_{0}^{\Xi} \underline{\mathbf{U}} \mathrm{d} x=\int_{0}^{\Xi} \mathbf{U}_{0} \mathrm{~d} x, \quad \int_{0}^{\Xi} \mathscr{Q}(\underline{\mathbf{U}}) \mathrm{d} x=\int_{0}^{\Xi} \mathscr{Q}\left(\mathbf{U}_{0}\right) \mathrm{d} x .
$$

Therefore, if $\mathbf{U}_{0} \in \mathbb{W}_{\Xi}$ is such that $\left\|\mathbf{U}_{0}-\underline{\underline{\mathbf{U}}}\right\|_{\mathbb{H} \Xi} \leq \zeta$, there exists a profile $\underline{\mathbf{U}}$ such that we have (29) - by using the triangle inequality to achieve the first condition. By Step 1 this implies that $\mathbf{U}(t) \in \mathbb{U}_{\varepsilon / 2}$ for all $t \in[0, T)$, and thus $\mathbf{U}(t) \in \mathbb{U}_{\varepsilon}$ by the triangle inequality again. This proves the orbital stability of the traveling wave $(x, t) \mapsto$ $\underline{\underline{\mathrm{U}}}(x-c t)$.

Before concentrating separately on the cases $N=1$ and $N=2$, let us point out a general identity on the constraint matrix and the Hessian of the abbreviated action integral.

Proposition 1. Let $\Theta: \Omega \rightarrow \mathbb{R}$ be a $\mathcal{C}^{2}$ function of $(\mu, \boldsymbol{\lambda}, c) \in \Omega$, an open subset of $\mathbb{R} \times \mathbb{R}^{N} \times \mathbb{R}$, such that the second order derivative $\Theta_{\mu \mu}$ does not vanish, and define the continuous function $\mathbf{C}: \Omega \rightarrow \mathbb{R}^{(N+1) \times(N+1)}$ by

$$
\mathbf{C}=\frac{\check{\nabla} \Theta_{\mu} \otimes \check{\nabla} \Theta_{\mu}}{\Theta_{\mu \mu}}-\check{\nabla}^{2} \Theta
$$

where $\check{\nabla}$ stands for the partial gradient with respect to all but the first independent variable $\mu$. Then there exists a continuous mapping $\mathbf{P}: \Omega \rightarrow \mathrm{SL}_{N+2}(\mathbb{R})$ such that

$$
\mathbf{P}(\mathrm{Hess} \Theta) \mathbf{P}^{\boldsymbol{\top}}=\left(\begin{array}{c|c}
\Theta_{\mu \mu} & 0 \\
\hline 0 & -\mathbf{C}
\end{array}\right) .
$$

In particular, we have

$$
\begin{equation*}
\operatorname{det}(\operatorname{Hess} \Theta)=(-1)^{N+1} \Theta_{\mu \mu} \operatorname{det} \mathbf{C} \tag{30}
\end{equation*}
$$

Proof. The matrix relation is a matter of elementary operations on rows and columns, which give the result with

$$
\mathbf{P}=\left(\begin{array}{c|c}
1 & 0 \\
\hline \frac{1}{\Theta_{\mu \mu}} \stackrel{\nabla}{ } \Theta_{\mu} & I_{N+1}
\end{array}\right)
$$

Eq. (30) is a straightforward consequence of that relation.
As a consequence, we see that $\mathrm{n}(\operatorname{Hess} \Theta)=\mathrm{n}(-\mathbf{C})$ if $\Theta_{\mu \mu}>0$ and $\mathrm{n}(\operatorname{Hess} \Theta)=\mathrm{n}(-\mathbf{C})+1$ if $\Theta_{\mu \mu}<0$. This is the key to the proof of the identity in (26), together with a SturmLiouville argument as we explain in the next section.

## 5 Examples

### 5.1 Quasilinear KdV

We use here the notational convention introduced before Theorem 2, namely, for a given periodic wave solution to ( qKdV ) of spatial period $\Upsilon$ and profile $\underline{v}$,

$$
\theta(\mu, \lambda, c)=\int_{0}^{\Upsilon}(
$$

and whose second variational derivative is a, that is

$$
\ell[v ; \lambda, c]:=
$$

of pressure law ${ }^{12}$, are closely related. Indeed, the profile equation for $p(v)=v^{2}$ readily amounts to a cubic potential $\mathscr{W}$, while the profile equation for $p(v)=v^{-2}$ also amounts to a cubic potential after multiplying it by $\underline{v}$ - and modifying $\kappa$ accordingly (one should however pay attention to the fact that this operation alters the status of the parameters ( $\mu, \lambda, c$ ), and in particular that of $\mu$, which becomes like a Lagrange multiplier instead of being an energy level). Even without this trick, the phase portraits look similar, see Figures 1 and 2 to compare the two situations.

[^9]

Figure 1: Quadratic nonlinearity, associated potential and phase portrait.


Figure 2: Shallow-water type nonlinearity, associated potential and phase portrait.

Proposition 2. Assume that $\kappa: I \rightarrow(0,+\infty)$ is $\mathcal{C}^{2}$, and that $p=-f^{\prime}: I \rightarrow \mathbb{R}$ is $\mathcal{C}^{2}$ with $p^{\prime \prime}>0$ on the open interval $I \subset \mathbb{R}$. We denote by $V: J:=p^{\prime}(I) \rightarrow I$ the inverse mapping of $p^{\prime}$, and

$$
\begin{gathered}
l: c \in J \mapsto c V(c)-p(V(c)), \\
l_{-}: c \in J \mapsto \lim _{v \backslash \inf I}(c v-p(v)), \\
l_{+}: c \in J \mapsto \lim _{v \text { ᄀsup } I}(c v-p(v)),
\end{gathered}
$$

and consider the open sets

$$
\begin{gathered}
\Gamma:=\left\{c \in J ; l_{-}(c)<c, l_{+}(c)<l(c)\right\} \\
\Lambda:=\left\{(\lambda, c) \in \mathbb{R} \times \Gamma ; \max \left(l_{-}(c), l_{+}(c)\right)<\lambda<l(c)\right\}
\end{gathered}
$$

Then there exist $\mathcal{C}^{2}$ mappings

$$
v_{s}: \Lambda \rightarrow\{v \in I ; v<V(c)\} \quad \text { and } \quad v_{0}: \Lambda \rightarrow\{v \in I ; v>V(c)\}
$$

such that for all $(\mu, \lambda, c) \in \Omega$,

$$
\begin{gathered}
\left.\Omega:=\left\{(\mu, \lambda, c) \in \mathbb{R} \times \mathbb{R} \times \Gamma ;(\lambda, c) \in \tilde{\Lambda}, \mu \in\left(\mathscr{W}\left(v_{0}(\lambda, c) ; \lambda, c\right), \mathscr{W}\left(v_{s}(\lambda, c) ; \lambda, c\right)\right)\right)\right\} \\
\tilde{\Lambda}:=\left\{(\lambda, c) \in \Lambda ; \lim _{v \nearrow \sup I} \mathscr{W}(v ; \lambda, c)>\mathscr{W}\left(v_{s}(\lambda, c) ; \lambda, c\right)\right\}
\end{gathered}
$$

there is a unique solution $\underline{v}$ to

$$
\frac{1}{2} \kappa(\underline{v}) \underline{v}_{x}^{2}-f(\underline{v})-\frac{1}{2} c \underline{v}^{2}+\lambda \underline{v}=\mu, \underline{v}_{x}(0)=0
$$

that is periodic, and it is $\mathcal{C}^{2}$ in parameters $(\mu, \lambda, c)$.
The proof is based on the remarks made above and some elementary analysis of the variations of $\mathscr{W}(\cdot ; \lambda, c)$ for $(\lambda, c) \in \tilde{\Lambda}$, see Table 1 below. Details are left to the reader.


Table 1: Variations of potential
Proposition 2 applies in particular to

- $p(v)=v^{\gamma}, \gamma>1, I=(0,+\infty), J=(-\infty, 0), V(c)=(c / \gamma)^{1 /(\gamma-1)}$,

$$
l_{-}(c)=0, l_{+}(c)=-\infty, l(c)=\left(1 / \gamma^{1 /(\gamma-1)}-1 / \gamma^{\gamma /(\gamma-1)}\right) c^{\gamma /(\gamma-1)}
$$

- $p(v)=v^{-\gamma}, \gamma>0, I=(0,+\infty), J=(0,+\infty), V(c)=(-\gamma / c)^{1 /(\gamma+1)}$,

$$
l_{-}(c)=-\infty, l_{+}(c)=-\infty, l(c)=\left(\gamma^{1 /(\gamma+1)}-1 / \gamma^{\gamma /(\gamma+1)}\right)(-c)^{\gamma /(\gamma+1)} .
$$

This is what we may say on (H0). Regarding (H1), it turns out to be equivalent to

$$
\theta_{\mu \mu} \neq 0, \quad \operatorname{det}(\operatorname{Hess} \theta) \neq 0
$$

Indeed, $\theta_{\mu \mu} \neq 0$ is exactly the first condition in (H1), and as soon as it is satisfied, the equivalence between $\operatorname{det} \mathbf{c} \neq 0$ and $\operatorname{det}(\operatorname{Hess} \theta) \neq 0$ readily follows from Proposition 1, in which Eq. (30) reads, with our present notation (and $N=1$ ),

$$
\operatorname{det}(\operatorname{Hess} \theta)=\theta_{\mu \mu} \operatorname{det} \mathbf{c}
$$

We may also derive this relation by writing explicitly

$$
\mathbf{c}=-\frac{1}{\theta_{\mu \mu}}\left(\begin{array}{cc}
\left|\begin{array}{ll}
\theta_{\lambda \lambda} & \theta_{\mu \lambda} \\
\theta_{\lambda \mu} & \theta_{\mu \mu}
\end{array}\right| & \left|\begin{array}{ll}
\theta_{\lambda c} & \theta_{\mu c} \\
\theta_{\lambda \mu} & \theta_{\mu \mu}
\end{array}\right| \\
\left|\begin{array}{ll}
\theta_{c \lambda} & \theta_{\mu \lambda} \\
\theta_{c \mu} & \theta_{\mu \mu}
\end{array}\right| & \left|\begin{array}{ll}
\theta_{c c} & \theta_{\mu c} \\
\theta_{c \mu} & \theta_{\mu \mu}
\end{array}\right|
\end{array}\right),
$$

and by computing

$$
\left|\begin{array}{l}
\left|\begin{array}{ll}
\theta_{\lambda \lambda} & \theta_{\mu \lambda} \\
\theta_{\lambda \mu} & \theta_{\mu \mu}
\end{array}\right|
\end{array}\right| \begin{array}{ll}
\theta_{\lambda c} & \theta_{\mu c} \\
\theta_{\lambda \mu} & \theta_{\mu \mu}
\end{array}\left|\left|\mid=\theta_{\mu \mu} \operatorname{det}(\operatorname{Hess} \theta) .\right.\right.
$$

The investigation of whether $\theta_{\mu \mu}$, the derivative of the period with respect to the value of the ODE Hamiltonian vanishes is a classical topic in Hamiltonian dynamics, see for instance the recent paper [GV14] and references therein. A criterion ensuring that this derivative is positive was given in particular by Chicone Chi87. It merely reads $\left(\mathscr{W} /\left(\mathscr{W}^{\prime}\right)^{2}\right)^{\prime \prime}>0$, for a Hamiltonian of the form $\frac{1}{2} v_{x}^{2}+\mathscr{W}(v)$. Despite its simple form, it is not easy to check analytically. We have chosen to rely on numerical experiments in Section 6 to rule out the critical cases in which $\theta_{\mu \mu}$ would be zero. Regarding the zeroes of the determinant of Hess $\theta$, far from distinguished limits - see [BGMR15] for a discussion of those -, we are not aware of any general analytical result. This is also investigated numerically in Section 6 .

Concerning assumptions in (H2), we claim - recall that the period of waves is denoted by $\Upsilon$ instead of $\Xi$ here - that the space $\mathbb{H}_{\Upsilon}=H^{1}(\mathbb{R} / \Upsilon \mathbb{Z})$ is a convenient choice as soon as
is well-defined on the open subset of $H^{1}(\mathbb{R} / \Upsilon \mathbb{Z})$ made of $v$ with values in $I$ - thanks to the embedding $H^{1}(\mathbb{R} / \Upsilon \mathbb{Z}) \hookrightarrow \mathcal{C}_{b}^{0}$ - and twice differentiable with

$$
\mathrm{d} E(v) \cdot h=\int_{0}^{\Upsilon}\left(f^{\prime}(v) h+\frac{1}{2} \kappa^{\prime}(v) h v_{x}^{2}+\kappa(v) v_{x} h_{x}\right) \mathrm{d} x, \forall h \in H^{1}(\mathbb{R} / \Upsilon \mathbb{Z}),
$$

$\mathrm{d}^{2} E(v) \cdot(h, k)=\int_{0}^{\Upsilon}\left(f^{\prime \prime}(v) h k+\frac{1}{2} \kappa^{\prime \prime}(v) h k v_{x}^{2}+\kappa^{\prime}(v)\left(h k_{x}+k h_{x}\right)+\kappa(v) h_{x} k_{x}\right) \mathrm{d} x, \quad \forall h, k \in H^{1}(\mathbb{R} / \Upsilon \mathbb{Z})$,
for all $v \in H^{1}(\mathbb{R} / \Upsilon \mathbb{Z})$ with image in the domain of definition of $f$ and $\kappa$. If in addition $v \in \mathcal{C}_{b}^{2}$, as is the case for traveling profiles, we may integrate by parts in the formulas above, and recognize the variational derivatives of

Theorem 4. Let $s$ be an integer such that $s>7 / 2$. If $p=-f^{\prime}: I \rightarrow \mathbb{R}$ is $\mathcal{C}^{s+1}$ and $\kappa: I \rightarrow(0,+\infty)$ is $\mathcal{C}^{s+2}$, then for all $\Upsilon>0, v_{0} \in H^{s}(\mathbb{R} / \Upsilon \mathbb{Z})$, the image of $v_{0}$ being in $I$, there exists $T>0$ and a unique $v \in \mathcal{C}\left([0, T) ; H^{s}(\mathbb{R} / \Upsilon \mathbb{Z})\right)$ solution to (qKdV) with

Furthermore, since the $2 \times 2$ matrix $\mathbf{c}$ is nonsingular - as already justified -,

$$
\mathrm{n}(-\mathbf{c})=2-\mathrm{n}(\mathbf{c})
$$

so that the previous formula equivalently reads

$$
\mathrm{n}(\text { Hess } \theta)=1+\mathrm{n}(\mathbf{a})-\mathrm{n}(\mathbf{c})
$$

This is the announced identity in (26) in the special case $N=1$.
As a consequence, the stability index $n(\mathbf{a})-\mathrm{n}(\mathbf{c})$ vanishes if and only if

$$
\mathrm{n}(\operatorname{Hess} \theta)=1
$$

In this respect, the set of conditions in (s) are the optimal ones enabling us to apply Theorem 3 to (qKdV).

Lemma 2. Assume that $\kappa: I \rightarrow(0,+\infty)$ and $\mathscr{W}: I \rightarrow \mathbb{R}$ are $\mathcal{C}^{2}$ on some open interval $I$ and such that the Euler-Lagrange equation $\mathrm{E} \mathscr{U}[v]=0$ associated with the energy

$$
\mathscr{U}:\left(v, v_{x}\right) \mapsto \frac{1}{2} \kappa(v) v_{x}^{2}+\mathscr{W}(v)
$$

admits a family of periodic solutions $\underline{v}$ taking values in I, parametrized by the energy level $\mu=\mathrm{L} \mathscr{U}[\underline{v}]$, for $\mu \in J$, another open interval. If we denote by $\Upsilon$ the period of $\underline{v}$, and assume that $\Upsilon_{\mu}$, its derivative with respect to $\mu$, does not vanish, then the self-adjoint differential operator $\mathbf{a}:=$ Hess $\mathscr{U}[\underline{v}]$ has the following properties:

- the kernel of $\mathbf{a}$ on $L^{2}(\mathbb{R} / \Upsilon \mathbb{Z})$ is the line spanned by $\underline{v}_{x}$;
- the negative signature $\mathrm{n}(\mathbf{a})$ of $\mathbf{a}$ is given by the following rule:
* if $\Upsilon_{\mu}>0$ then $\mathrm{n}(\mathbf{a})=1$,
* if $\Upsilon_{\mu}<0$ then $\mathrm{n}(\mathbf{a})=2$.

Since

$$
\mathbf{a}=-\partial_{x} \kappa(\underline{v}) \partial_{x}+\mathscr{W}^{\prime \prime}(\underline{v})+\frac{1}{2} \kappa^{\prime \prime}(\underline{v}) \underline{v}_{x}^{2}-\partial_{x}\left(\kappa^{\prime}(\underline{v}) \underline{v}_{x}\right),
$$

is a Sturm-Liouville operator with periodic coefficients, the main argument in the proof of Lemma 2 relies on Sturm's oscillation theorem, as for instance in Lemma 1 in BJK11, which concerns the case of a constant $\kappa$. The detailed proof is postponed to Appendix B.

Note that since Hess $\theta$ is a $3 \times 3$ matrix, its determinant cannot be positive if $n(H e s s \theta)=$ 1. So we could equivalently replace the second condition in (s) by $\operatorname{det}(H e s s \theta)<0$.

If the first two conditions in (s) are readily amenable to computations, the verification of the third one, $n(\operatorname{Hess} \theta)=1$ demands some slightly more sophisticated algebraic work. It can be interesting to have more explicit conditions, in particular to compare with earlier results. If we assume moreover that $2 \times 2$ determinant $\theta_{\lambda \lambda} \theta_{\mu \mu}-\theta_{\lambda \mu}^{2}$ does not vanish, we can see by an elementary count of sign changes in the principal minors of Hess $\theta$ that (s) stems from having either one of the following sets of conditions
(s1) $\theta_{\mu \mu}>0, \quad\left|\begin{array}{ll}\theta_{\lambda \lambda} & \theta_{\mu \lambda} \\ \theta_{\lambda \mu} & \theta_{\mu \mu}\end{array}\right| \neq 0, \quad \operatorname{det}($ Hess $\theta)<0$,
(s2) $\theta_{\mu \mu}<0, \quad\left|\begin{array}{ll}\theta_{\lambda \lambda} & \theta_{\mu \lambda} \\ \theta_{\lambda \mu} & \theta_{\mu \mu}\end{array}\right|<0, \quad \operatorname{det}(\operatorname{Hess} \theta)<0$.
For convenience, the reader may refer to Table 5 in Appendix A, in which (s1) corresponds to the second and third rows, and (s2) to the 7 th. From the same table we see that, in terms of the constraint matrix $\mathbf{c}$, ( $\mathbf{s} 1$ ) corresponds to $\mathrm{n}(\mathbf{c})=1$, and (s2) to $\mathrm{n}(\mathbf{c})=2$. Note however that our conditions in (s) are slightly more general than the prescription of ((s1) or (s2)), in that they do not require $\theta_{\lambda \lambda} \theta_{\mu \mu}-\theta_{\lambda \mu}^{2} \neq 0$.

In the special case when $\kappa$ is constant, Theorem 5 was essentially already known in the case $\theta_{\lambda \lambda} \theta_{\mu \mu}-\theta_{\lambda \mu}^{2} \neq 0$, and proved in a slightly different manner in BJK11. Indeed, orbital stability with respect to co-periodic perturbations is essentially a consequence of [BJK11, Theorem 1], under the assumption

$$
\theta_{\mu \mu} \neq 0,\left|\begin{array}{cc}
\theta_{\lambda \lambda} & \theta_{\mu \lambda} \\
\theta_{\lambda \mu} & \theta_{\mu \mu}
\end{array}\right| \neq 0, \quad \operatorname{det}(\operatorname{Hess} \theta) \neq 0, \quad \mathrm{n}(\operatorname{Hess} \theta)=1,
$$

which is equivalent to ((s1) or (s2)). An earlier, similar result was shown by Johnson Joh09, under the more restrictive assumption

$$
\theta_{\mu \mu}>0, \quad\left|\begin{array}{cc}
\theta_{\lambda \lambda} & \theta_{\mu \lambda}  \tag{31}\\
\theta_{\lambda \mu} & \theta_{\mu \mu}
\end{array}\right|<0, \quad \operatorname{det}(\text { Hess } \theta)<0 .
$$

We should mention that these results by Bronski et al dealing with (gKdV) — and not its quasilinear version (qKdV) - yield genuine orbital stability, and not only conditional orbital stability. This is because the Cauchy problem for (gKdV) is much better understood that for (qKdV) with a nonconstant $\kappa$.

Remarkably enough, Table 5 in Appendix A shows that the matrix Hess $\theta$ cannot be nonnegative. Indeed, by our identity on negative signatures (see Eq. (27), we must have $\mathrm{n}(\mathbf{a}) \geq \mathrm{n}(\mathbf{c})$, so that the - purely algebraic - situation in the first row of Table 5 cannot occur.

### 5.2 Euler-Korteweg

### 5.2.1 Eulerian coordinates $v s$ mass Lagrangian coordinates

Before investigating how to apply Theorem 3 to the Euler-Korteweg system, let us come back to the equivalence between its formulation in Eulerian coordinates (EKE), and its formulation in mass Lagrangian coordinates (EKL). This equivalence works as long as we deal with states away from vacuum, and more precisely, with densities $\rho$ that are bounded and bounded by below by some positive constant. It is based on the fact that the continuity equation

$$
\begin{equation*}
\partial_{t} \rho+\partial_{x}(\rho u)=0 \tag{32}
\end{equation*}
$$

is equivalent - for $x \in \mathbb{R}$, and $t$ in some interval too - to the existence of a function $Y=Y(x, t)$ such that $\partial_{x} Y=\rho$ and $\partial_{t} Y=-\rho u$. Denoting by $(y=Y(x, t), s=t)$ the new coordinates obtained this way, and introducing

$$
v(y, s)=1 / \rho(x, t), w(y, s)=u(x, t),
$$

we see that (EKE) and (EKL) are equivalent provided that $\mathscr{E}\left(\rho, \rho_{x}\right)=\rho$

Theorem 1 in [BG13] that the profile equations in Eulerian coordinates, as written above, are equivalent to
$(34) \quad\left\{\begin{array}{l}\left(\partial_{v}\right. \\ \end{array}\right.$
the original conjugacy occurs through the change of coordinates $(x, t, \rho, u) \mapsto(y, s, v, w)$ that is nonlinear and nonlocal. Nonetheless, there is a kind of 'conjugacy' between systems that are obtained by linearizing (EKE) and (EKL), in moving frames, about ( $\varrho, \underline{u}$ ) and $(\underline{v}, \underline{w})$ respectively. This in turn enables us to prove that the existence of an unstable mode in either one of these systems implies so for the other. In order to point out this conjugacy, we first reformulate (EKE) and (EKL) in moving frames associated with the waves. Let $\sigma$ and $j$ be fixed, and consider the new dependent variables

$$
q:=\rho(u-\sigma)-j, \quad z:=w-j v-\sigma
$$

and the new independent variables

$$
\xi:=x-\sigma t, \quad \zeta:=y+j s
$$

Then the system (EKE) is equivalent to

$$
(\mathrm{EKE} j)\left\{\begin{array}{l}
\partial_{t} \rho+\partial_{x} q=0 \\
\partial_{t} q+\partial_{x} \Phi=0, \quad \Phi=\Phi\left(\rho, \rho_{x}, \rho_{x x}, q ; j\right):=(q+j)^{2} / \rho+\rho \mathrm{E} \mathscr{E}[\rho]+\mathrm{L} \mathscr{E}[\rho],
\end{array}\right.
$$

where $\partial_{t}$ now denotes the partial derivative at constant $\xi$, and for convenience we have substituted again $x$ for $\xi$. The second equation in (EKEj) here above comes from the conservation law for the impulse, as in (4), which reduces here to

$$
\partial_{t}(\rho u)+\partial_{x}\left(\rho u^{2}+\rho \mathbb{E} \mathscr{E}[\rho]+\mathrm{L} \mathscr{E}[\rho]\right)=0
$$

from which we have subtracted $\sigma$ times the continuity equation (32). Similarly, the system (EKL) is found to be equivalent to

$$
(\mathrm{EKL} j) \quad\left\{\begin{array}{l}
\partial_{s} v=\partial_{y} z \\
\partial_{s} z=\partial_{y} \Psi, \quad \Psi=\Psi\left(v, v_{y}, v_{y y}, z ; j\right):=\mathrm{E}
\end{array}\right.
$$

Theorem 6. Assume that $\varrho$ and $\underline{v}$ are smooth functions on $\mathbb{R}$, bounded and bounded by below by positive constants, related by

$$
\varrho(x)=1 / \underline{v}(\underline{Y}(x)))=\underline{Y}^{\prime}(x),
$$

and such that $(\underline{\rho}, 0)$ and $(\underline{v}, 0)$ are stationary solutions to $(\mathrm{EKE} j)$ and (EKL $j$ ) respectively, for some real number $j$. Then by linearizing (EKEj) and (EKL $j$ ) about ( $\varrho, 0)$ and $(\underline{v}, 0)$ respectively, we receive systems whose spectra are identical.

Proof. Let us simply call ( $\ell \mathrm{E} j$ ) and ( $\ell \mathrm{L} j$ ) the linearized systems of (EKE $j$ ) and (EKL $j$ ) about $(\varrho, 0)$ and $(\underline{v}, 0)$ respectively, and denote them in abstract form as

$$
\begin{aligned}
& (\ell \mathrm{E} j) \quad \partial_{t}\binom{\dot{\rho}}{\dot{q}}=\mathscr{L}_{E}\binom{\dot{\rho}}{\dot{q}}, \\
& (\ell \mathrm{~L} j) \quad \partial_{s}\binom{\dot{v}}{\dot{z}}=\mathscr{L}_{L}\binom{\dot{v}}{\dot{z}} .
\end{aligned}
$$

Our aim is to show that the differential operators $\mathscr{L}_{E}$ and $\mathscr{L}_{L}$ are isospectral. By translation invariance of ( $\ell \mathrm{E} j$ ) and ( $\ell \mathrm{L} j$ ), we already know that $\nu=0$ is an eigenvalue of both $\mathscr{L}_{E}$ and $\mathscr{L}_{L}$, associated eigenvectors being $\left(\varrho_{x}, 0\right)^{\top}$ and $\left(\underline{v}_{y}, 0\right)^{\top}$ respectively. From now on, we take a nonzero complex number $\nu$, and aim at showing that it belongs to the spectrum of $\mathscr{L}_{E}$ if and only if it belongs to the spectrum of $\mathscr{L}_{L}$. By spectrum of the operator $\mathscr{L}_{E}$, which is a differential operator in $x$ with $\Xi$-periodic coefficients, we mean the whole spectrum in the space of square integrable functions, which is known to be the collection of complex numbers $\nu$ such that there is a nontrivial $(\dot{\rho}, \dot{q})$ satisfying

$$
\begin{equation*}
\mathscr{L}_{E}\binom{\dot{\rho}}{\dot{q}}=\nu\binom{\dot{\rho}}{\dot{q}}, \quad \exists \alpha \in \mathbb{R},(\dot{\rho}, \dot{q})(x+\Xi)=\mathrm{e}^{i \alpha}(\dot{\rho}, \dot{q})(x), \forall x \in \mathbb{R} \tag{36}
\end{equation*}
$$

Here above, $\alpha$ is called a Floquet exponent. Note that the spectrum of $\mathscr{L}_{E}$ in the space of square integrable $\Xi$-periodic functions corresponds to those $\nu$ for which $\alpha=0$. This is the case for $\nu=0$, since $\left(\varrho_{x}, 0\right)$ is $\Xi$-periodic. Of course, the spectrum of $\mathscr{L}_{L}$ enjoys a similar characterization, which is the existence of a nontrivial $(\dot{v}, \dot{z})$ such that

$$
\begin{equation*}
\mathscr{L}_{L}\binom{\dot{v}}{\dot{z}}=\nu\binom{\dot{v}}{\dot{z}}, \quad \exists \alpha \in \mathbb{R},(\dot{v}, \dot{z})(y+\Upsilon)=\mathrm{e}^{i \alpha}(\dot{v}, \dot{z})(y), \forall y \in \mathbb{R} \tag{37}
\end{equation*}
$$

The idea is to show a one-to-one correspondence between nontrivial $(\dot{\rho}, \dot{q})$ satisfying (36) and nontrivial $(\dot{v}, \dot{z})$ satisfying (37), for the very same values of $(\nu, \alpha)$ with $\nu \neq 0$. This can be done by first returning to nonlinear systems.

Solving the original, nonlinear system (EKEj) for some perturbation of $\varrho$ that is parametrized by say $\epsilon$ as initial data, we receive a family of solutions $(\rho, q)=(\rho, q)(x, t ; \epsilon)$ of (EKE $j$ ) parametrized by $\epsilon$ such that

$$
(\rho, q)(x, t ; 0)=(\varrho(x), 0)
$$

and that $(\dot{\rho}, \dot{q}):(x, t) \mapsto\left(\rho_{\epsilon}, q_{\epsilon}\right)(x, t ; 0)$ solves $(\ell \mathrm{E} j)$. Furthermore, introducing $Y=$ $Y(x, t ; \epsilon)$ such that $Y(x, t ; 0)=\underline{Y}(x)$ and $\partial_{x} Y=\rho, \partial_{t} Y=-q$, we have

$$
\begin{equation*}
\rho(x, t ; \epsilon)=1 / v(Y(x, t ; \epsilon), t ; \epsilon), q(x, t)=z(Y(x, t ; \epsilon), t ; \epsilon) / v(Y(x, t ; \epsilon), t ; \epsilon) \tag{38}
\end{equation*}
$$

where $(v, z)=(v, z)(y, s ; \omega)$ is a family of solutions to (EKL $j$ ) parametrized by $\omega$. (We use here different notations for parameters $\epsilon$ and $\omega$ for the same reason as for times $t$ and $s$, that is, in order to avoid confusion about partial derivatives.) This implies that

$$
(v, z)(y, s ; 0)=(\underline{v}(y), 0),
$$

and that $(\dot{v}, \dot{q}):(y, s) \mapsto\left(v_{\omega}, q_{\omega}\right)(y, s ; 0)$ solves $(\ell \mathrm{L} j)$. Assume moreover that the family $(\rho, q)(\cdot, 0 ; \epsilon)$ is chosen such that $\left(\dot{\rho}_{0}, \dot{q}_{0}\right)=\left(\rho_{\epsilon}, q_{\epsilon}\right)(\cdot, 0 ; 0)$ satisfies (36). Then

$$
(\dot{\rho}, \dot{q})=\mathrm{e}^{\nu t}\left(\dot{\rho}_{0}, \dot{q}_{0}\right),
$$

and we claim that, similarly,

$$
(\dot{v}, \dot{z})=\mathrm{e}^{\nu s}\left(\dot{v}_{0}, \dot{z}_{0}\right),
$$

with $\left(\dot{v}_{0}, \dot{z}_{0}\right)=\left(v_{\omega}, z_{\omega}\right)(\cdot, 0 ; 0)$ satisfying (37).
In order to prove that claim, let us first note that, by the chain rule applied to (38),

$$
\begin{equation*}
\dot{\rho}(x, t)=-\left(\dot{v}(\underline{Y}(x), t)+\dot{Y}(x, t) \underline{v}_{y}(\underline{Y}(x))\right) / \underline{v}(\underline{Y}(x))^{2}, \dot{q}(x, t)=\dot{z}(\underline{Y}(x), t) / \underline{v}(\underline{Y}(x)), \tag{39}
\end{equation*}
$$

where $\dot{Y}(x, t):=Y_{\epsilon}(x, t ; 0)$. Now, by differentiating $\partial_{x} Y=\rho, \partial_{t} Y=-q$, we get that $\dot{Y}_{x}=\dot{\rho}, \dot{Y}_{t}=-\dot{q}$. By the first row in $(\ell \mathrm{E} j)$ and the fact that $(\dot{\rho}, \dot{q})$ depends on $t$ as a linear function of $\mathrm{e}^{\nu t}$, we have $\nu \dot{\rho}=-\dot{q}_{x}$, and therefore, we find that $\dot{Y}=-\dot{q} / \nu$. This relation is the key to the claimed conjugacy, because it enables us to rewrite (39) as

$$
\begin{equation*}
\dot{v}(y, s)=-\underline{v}(y)^{2} \dot{\rho}(\underline{X}(y), s)+\dot{q}(\underline{X}(y), s) \underline{v}_{y}(y) / \nu, \dot{z}(y, s)=\underline{v}(y) \dot{q}(\underline{X}(y), s), \tag{40}
\end{equation*}
$$

with $\underline{X}=\underline{Y}^{-1}$. Equation (40) obviously implies that

$$
\begin{gathered}
\dot{v}(y, s)=\mathrm{e}^{\nu s}\left(-\underline{v}(y) \dot{\rho}_{0}(\underline{X}(y))+\dot{q}_{0}(\underline{X}(y)) \underline{v}_{y}(y) / \nu\right)=\mathrm{e}^{\nu s} \dot{v}_{0}(y), \\
\dot{z}(y, s)=\mathrm{e}^{\nu s}\left(\underline{v}(y) \dot{q}_{0}(\underline{X}(y))=\mathrm{e}^{\nu s} \dot{z}_{0}(y) .\right.
\end{gathered}
$$

In addition, we observe that $\dot{v}, \dot{z}$ given by (40) in terms of $\underline{v}, \underline{X}, \dot{\rho}, \dot{q}$, and $\nu$, are bounded functions of $y$ if $\dot{\rho}, \dot{q}$ are bounded functions of $x$ - because $\underline{v}$ and its derivatives are bounded. Furthermore, $\dot{v}$, $\dot{z}$ are $\Upsilon$-periodic in $y$ if $\dot{\rho}, \dot{q}$ are $\Xi$-periodic in $x$ - because $\underline{X}(y+\Upsilon)-\underline{X}(y)=\Xi$, and more generally, if $(\dot{\rho}, \dot{q})(x+\Xi, t)=\mathrm{e}^{i \alpha}(\dot{\rho}, \dot{q})(x, t)$ for all $x, t$, then $(\dot{v}, \dot{z})(y+\Upsilon, s)=\mathrm{e}^{i \alpha}(\dot{v}, \dot{z})(y, s)$ for all $y, s$.

Similar computations can be performed in the other way round. Indeed, we can find $(\dot{v}, \dot{z})$ solving (EKL $j$ ) from $(\dot{\rho}, \dot{q})$ solving (EKE $j$ ) through the following formula, analogous to (39),

$$
\begin{equation*}
\dot{v}(y, s)=-\left(\dot{\rho}(\underline{X}(y), s)+\dot{X}(y, s) \varrho_{x}(\underline{X}(y))\right) / \varrho(\underline{X}(y))^{2}, \dot{z}(y, s)=\dot{q}(\underline{X}(y), s) / \varrho(\underline{X}(y)), \tag{41}
\end{equation*}
$$

and the key relation is $\dot{X}=\dot{z} / \nu$. Using in addition that $\varrho=1 / \underline{v}, \varrho_{x} / \varrho^{2}=-\underline{v}_{y} / \underline{v}$, we thus see that, as expected, (41) is equivalent to (40).

Remark 8. Theorem 6 shows in particular that the operators just obtained by linearizing (EKE) and (EKL) in moving frames, but in the 'original' dependent variables ( $\rho, u$ ) and $(v, w)$,

$$
\mathscr{A}_{E}=-\mathrm{D}_{x}\left(\begin{array}{cc}
j / \varrho & \varrho \\
\operatorname{Hess} \mathscr{E}[\varrho] & j / \varrho
\end{array}\right) \quad \text { and } \quad \mathscr{A}_{L}=\mathrm{D}_{y}\left(\begin{array}{cc}
-j & 1 \\
\text { Hess }
\end{array}\right.
$$

Regarding the relationship between the scalar operators $\mathbf{a}_{E}$ and $\mathbf{a}_{L}$, one may check that

$$
\varrho \mathbf{a}_{E} \dot{\rho}+\underline{K}\left(\varrho_{x} \dot{\rho}_{x}-\varrho_{x x} \dot{\rho}\right)=-\mathbf{a}_{L} \dot{v}, \quad \underline{K}:=\partial_{\rho_{x}}^{2} \mathscr{E}[\rho],
$$

or equivalently

$$
\underline{v} \mathbf{a}_{L} \dot{v}+\underline{\kappa}\left(\underline{v}_{y} \dot{v}_{y}-\underline{v}_{y y} \dot{v}\right)=-\mathbf{a}_{E} \dot{\rho}, \quad \underline{\kappa}:=\partial_{v_{x}}^{2}
$$

Remark 9. From (35) we see that

$$
\Theta(\mu, \lambda, j, \sigma)=\mathscr{F}_{E}[\underline{\rho}, \underline{u} ; \mu, \lambda, j, \sigma]=\mathscr{F}_{L}[\underline{v}, \underline{w} ; \mu, \lambda, j, \sigma]
$$

with

$$
\begin{aligned}
& \mathscr{F}_{E}[\rho, u ; \mu, \lambda, j, \sigma]:=\int_{0}^{\Xi}\left(\mathscr{E}\left(\rho, \rho_{x}\right)+\frac{1}{2} \rho u^{2}-\sigma \rho u+\lambda \rho-j u+\mu\right) \mathrm{d} x \\
& \mathscr{F}_{L}[v, w ; \mu, \lambda, j, \sigma]=\int_{0}^{\Upsilon}(
\end{aligned}
$$

Proof. As already noticed, we have

$$
\mathbf{I}_{E}:=\mathrm{n}\left(\mathbf{A}_{E}\right)-\mathrm{n}\left(\mathbf{C}_{E}\right)=\mathrm{n}\left(\mathbf{a}_{E}\right)-\mathrm{n}\left(\mathbf{C}_{E}\right) \quad \text { and } \quad \mathbf{I}_{L}:=\mathrm{n}\left(\mathbf{A}_{L}\right)-\mathrm{n}\left(\mathbf{C}_{L}\right)=\mathrm{n}\left(\mathbf{a}_{L}\right)-\mathrm{n}\left(\mathbf{C}_{L}\right) .
$$

Furthermore, by Proposition 1, we have

$$
\begin{aligned}
& \mathrm{n}(\operatorname{Hess} \Theta)=\mathrm{n}\left(-\mathbf{C}_{E}\right) \text { if } \Theta_{\mu \mu}>0, \quad \mathrm{n}(\operatorname{Hess} \Theta)=\mathrm{n}\left(-\mathbf{C}_{E}\right)+1 \text { if } \Theta_{\mu \mu}<0, \\
& \mathrm{n}(\operatorname{Hess} \Theta)=\mathrm{n}\left(-\mathbf{C}_{L}\right) \text { if } \Theta_{\lambda \lambda}>0, \quad \mathrm{n}(\operatorname{Hess} \Theta)=\mathrm{n}\left(-\mathbf{C}_{L}\right)+1 \text { if } \Theta_{\lambda \lambda}<0
\end{aligned}
$$

We claim that, by Lemma 2, these relations imply

$$
\mathrm{n}(\operatorname{Hess} \Theta)=\mathrm{n}\left(-\mathbf{C}_{E}\right)+\mathrm{n}\left(\mathbf{a}_{E}\right)-1=\mathrm{n}\left(-\mathbf{C}_{L}\right)+\mathrm{n}\left(\mathbf{a}_{L}\right)-1,
$$

from which we arrive at our final formula - similarly as in the proof of Theorem 5 - by observing that for the $3 \times 3$, noninsingular matrices $\mathbf{C}_{E}$ and $\mathbf{C}_{L}$ we have

$$
\mathrm{n}\left(-\mathbf{C}_{E}\right)=3-\mathrm{n}\left(\mathbf{C}_{E}\right), \quad \mathrm{n}\left(-\mathbf{C}_{L}\right)=3-\mathrm{n}\left(\mathbf{C}_{L}\right)
$$

It just remains to check that Lemma 2 does imply that

$$
\begin{align*}
& \mathrm{n}\left(\mathbf{a}_{L}\right)=1 \text { if } \Theta_{\lambda \lambda}>0, \quad \mathrm{n}\left(\mathbf{a}_{L}\right)=2 \text { if } \Theta_{\lambda \lambda}<0  \tag{47}\\
& \mathrm{n}\left(\mathbf{a}_{E}\right)=1 \text { if } \Theta_{\mu \mu}>0, \quad \mathrm{n}\left(\mathbf{a}_{E}\right)=2 \text { if } \Theta_{\mu \mu}<0 \tag{48}
\end{align*}
$$

This a matter of adapting notation, and checking the relationship between the energy levels for the vector-valued profile equations and for the reduced, scalar profile equations.

Eliminating $\underline{w}$ from the first equation in (34), we can view it as an Euler-Lagrange equation for the energy

$$
\mathscr{U}\left(v, v_{y}\right):=
$$



### 5.2.2 Connexion with quasilinear KdV equations

As already mentioned in the proof of Theorem 7, the profile equations in (34) for traveling wave solutions $(v, w)=(\underline{v}, \underline{w})(y+j t)$ to (EKL) reduce, after elimination of $\underline{w}$ to

E

- Shallow-water pressure law: $F(\rho)=\frac{1}{2} \rho^{2}$, or equivalently $f(v)=1 /(2 v)$, which gives $p(v)=1 /\left(2 v^{2}\right)$; then the EKE system is a dispersive modification of the SaintVenant equations for shallow water flows, in which the 'pressure' term is indeed known to be of the form $p(\rho)=\frac{1}{2} \rho^{2}$;
- NLS capillarity: $\mathscr{K}(\rho)=1 /(4 \rho)$; then the EKE system is the fluid formulation ${ }^{[14}$ of the Non Linear Schrödinger equation

$$
\text { (NLS) } \quad i \partial_{t} \psi+\frac{1}{2} \partial_{x}^{2} \psi=\psi g\left(|\psi|^{2}\right),
$$

with $g(\rho)=F^{\prime}(\rho)$. In the shallow-water case, $g(\rho)=\rho$, which corresponds to the cubic NLS.

- Semilinear EKE: $\mathscr{K}$ constant.
- Semilinear EKL: $\kappa$ constant.

We warn here again the reader that, as explained in $\$ 5.2 .1$, our notation from the abstract setting 4.1 have to be adapted to parameters $(\mu, \lambda, j, \sigma)$ used to define the action in (35) for both (EKL) and (EKE) (see in particular Table 2).

By the connexion made in $\$ 5.2 .2$ between periodic waves in (EKL) and (qKdV), and the one-to-one correspondence between periodic waves in (EKL) and (EKE) recalled in $\$ 5.2 .1$, we have a good knowledge of situations in which (H0) is satisfied for both (EKL) and (EKE). Proposition 2 exemplifies one such situation. More precisely, under the assumptions of that proposition, (H0) holds true for both (EKL) and (EKE) for $(\mu, \lambda, j, \sigma)$ in the preimage by

$$
(\mu, \lambda, j, \sigma) \mapsto\left(\lambda-\frac{1}{2} \sigma^{2}, j \sigma-\mu,-j^{2}\right)
$$

of the open set $\Omega$ defined in Proposition 2. Other possibilities, with various families of periodic waves, are considered in [BGNR14].

Taking (H0) for granted, let us look at our other main assumptions (H1)-(H2)-(H3).
The abstract, nondegeneracy assumptions in (H1) become, for (EKE)

$$
\Theta_{\mu \mu} \neq 0, \quad \operatorname{det} \mathbf{C}_{E} \neq 0
$$

and for (EKL)

$$
\Theta_{\lambda \lambda} \neq 0, \quad \operatorname{det} \mathbf{C}_{L} \neq 0
$$

Both of them can be reformulated in more convenient way by using Proposition 1, in which Eq. (30) applied to (EKE) and (EKL) gives

$$
\begin{equation*}
\Theta_{\mu \mu} \operatorname{det} \mathbf{C}_{E}=\Theta_{\lambda \lambda} \operatorname{det} \mathbf{C}_{L}=-\operatorname{det}(\operatorname{Hess} \Theta) \tag{50}
\end{equation*}
$$

(This identity may also be checked from the expressions of $\mathbf{C}_{E}$ and $\mathbf{C}_{L}$ given in (43) and (44) respectively.) In particular, Proposition 1 implies that, if $\Theta_{\mu \mu} \Theta_{\lambda \lambda}=\Xi_{\mu} \Upsilon_{\lambda}$ is

[^10]nonzero, the matrices $\mathbf{C}_{L}$ and $\mathbf{C}_{E}$ are simultaneously nonsingular, and this happens when Hess $\Theta$ itself is nonsingular. In other words, (H1) amounts to
$$
\Theta_{\mu \mu} \neq 0, \quad \operatorname{det}(\operatorname{Hess} \Theta) \neq 0
$$
for (EKE), and
$$
\Theta_{\lambda \lambda} \neq 0, \quad \operatorname{det}(\operatorname{Hess} \Theta) \neq 0
$$
for (EKL).
Regarding (H2), we claim that $\mathbb{H}_{\Upsilon}:=H^{1}(\mathbb{R} / \Upsilon \mathbb{Z}) \times L^{2}(\mathbb{R} / \Upsilon \mathbb{Z})$ and $\mathbb{H}_{\Xi}:=H^{1}(\mathbb{R} / \Xi \mathbb{Z}) \times$ $L^{2}(\mathbb{R} / \Xi \mathbb{Z})$ do the job, respectively for (EKL) and (EKE). For the former, this comes from a straightforward addition to what is done in $\$ 5.1$, since the Hamiltonian functional is just
$$
(v, w) \mapsto \int_{0}^{\Upsilon}
$$

Theorem 8. Let $s>3 / 2$. If $f:(0,+\infty) \rightarrow \mathbb{R}$ and $\kappa:(0,+\infty) \rightarrow(0,+\infty)$ are $\mathcal{C}^{s+2}$, then, for all $\Upsilon>0,\left(v_{0}, w_{0}\right) \in H^{s+1}(\mathbb{R} / \Upsilon \mathbb{Z}) \times H^{s}(\mathbb{R} / \Upsilon \mathbb{Z})$, $v_{0}>0$, there exists $T>0$ and a unique $(v, w) \in \mathcal{C}\left([0, T) ; H^{s+1}(\mathbb{R} / \Upsilon \mathbb{Z}) \times H^{s}(\mathbb{R} / \Upsilon \mathbb{Z})\right)$ solution to (EKL) with

We may now take advantage of the connexion between (EKL) and (qKdV) pointed out in $\$ 5.2 .2$ to compare the stability criteria in Theorems 4, 8, 9.

As shown in Appendix A, we have

$$
\begin{gather*}
\operatorname{det}(\operatorname{Hess} \Theta)=\left(2 \theta_{c} \theta_{\mu}-\theta_{\lambda}^{2}\right)\left(\theta_{\mu \mu} \theta_{\lambda \lambda}-\theta_{\lambda \mu}^{2}\right)-4 j^{2} \theta_{\mu} \operatorname{det}(\operatorname{Hess} \theta)  \tag{51}\\
\mathrm{n}(\operatorname{Hess} \Theta)=1+\mathrm{n}\left(\operatorname{Hess} \theta-\left(2 \theta_{c} \theta_{\mu}-\theta_{\lambda}^{2}\right) /\left(4 j^{2} \theta_{\mu}\right) J\right), J:=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 1
\end{array}\right), \tag{52}
\end{gather*}
$$

where the derivatives of $\theta$ are all evaluated at $\left(\lambda-\frac{1}{2} \sigma^{2}, j \sigma-\mu,-j^{2}\right)$. The fact that $\underline{v}$ is a nonconstant periodic function of period $\theta_{\mu}=\Upsilon$ implies at the same time that $\theta_{\mu}>0$ and

$$
2 \theta_{c} \theta_{\mu}-\theta_{\lambda}^{2}=\Upsilon \int_{0}^{\Upsilon} \underline{v}^{2} \mathrm{~d} y-\left(\int_{0}^{\Upsilon} \underline{v} \mathrm{~d} y\right)^{2}>0
$$

by the Cauchy-Schwarz inequality. Therefore, the (qKdV) stability conditions in (s) automatically imply, by (51), that $\operatorname{det}(\operatorname{Hess} \Theta)>0$ if $j \neq 0$ and $\left(\theta_{\mu \mu} \theta_{\lambda \lambda}-\theta_{\lambda \mu}^{2}\right) \leq 0$. In this situation, we also have

$$
\mathrm{n}\left(\operatorname{Hess} \theta-\left(2 \theta_{c} \theta_{\mu}-\theta_{\lambda}^{2}\right) /\left(4 j^{2} \theta_{\mu}\right) J\right)=\mathrm{n}(\operatorname{Hess} \theta),
$$

since the involved $3 \times 3$ matrices have the same first two principal minors, and their determinants have the same sign. So the third condition in (s) implies $n(H e s s \Theta)=2$ by (52). In fact, as soon as $j \neq 0$ and

$$
\operatorname{det}(\operatorname{Hess} \theta) \operatorname{det}\left(\operatorname{Hess} \theta-\left(2 \theta_{c} \theta_{\mu}-\theta_{\lambda}^{2}\right) /\left(4 j^{2} \theta_{\mu}\right) J\right)>0
$$

or equivalently - by Eq. (51) -

$$
\operatorname{det}(\operatorname{Hess} \theta) \operatorname{det}(\operatorname{Hess} \Theta)<0
$$

Eq. (52) implies that the stability conditions in $\left(\mathbf{S}_{\mathbf{L}}\right)$ are equivalent to those in (s), evaluated at $\left(\lambda-\frac{1}{2} \sigma^{2}, j \sigma-\mu,-j^{2}\right)$. We may summarize this in the following statements.
Theorem 12. Under the assumptions of Theorems 5 and 10 , if

$$
j \neq 0, \quad \Theta_{\mu \mu} \neq 0, \quad \operatorname{det}(\operatorname{Hess} \theta) \operatorname{det}(\operatorname{Hess} \Theta)<0
$$

then

$$
\mathrm{n}(\operatorname{Hess} \theta)=1 \quad \Leftrightarrow \quad \mathrm{n}(\operatorname{Hess} \Theta)=2
$$

If this is the case then the periodic traveling wave $(v, w)=(\underline{v}, \underline{w})(y+j t)$ is an orbitally stable solution to (EKL) and $v=\underline{v}\left(y+j^{2} t\right)$ is an orbitally stable solution to ( qKdV ).
Corollary 1. Under the assumptions of Theorems 5 8 10, if $j \neq 0$ and (s2) $\theta_{\mu \mu}<0, \quad\left|\begin{array}{ll}\theta_{\lambda \lambda} & \theta_{\mu \lambda} \\ \theta_{\lambda \mu} & \theta_{\mu \mu}\end{array}\right|<0, \quad \operatorname{det}($ Hess $\theta)<0$,
holds true at $\left(\lambda-\frac{1}{2} \sigma^{2}, j \sigma-\mu,-j^{2}\right)$, then the periodic traveling wave $(v, w)=(\underline{v}, \underline{w})(y+j t)$ is an orbitally stable solution to (EKL) and $v=\underline{v}\left(y+j^{2} t\right)$ is an orbitally stable solution to (qKdV).

## 6 Numerical investigation of specific examples

In this section, we focus on the quasilinear Korteweg-de Vries equation (qKdV) and on both versions of the Euler-Korteweg system, (EKL) or (EKE), with an energy as in (3). In all cases, the traveling profiles $\underline{v}$ are governed by an equation of the form

$$
\begin{equation*}
\frac{1}{2} \kappa(\underline{v}) \underline{\dot{v}}^{2}+\mathscr{W}(\underline{v} ; \lambda, c)=\mu \tag{53}
\end{equation*}
$$

where $c$ is linked to the speed of the wave, and $\lambda, \mu$ are basically constants of integration. For (qKdV), notation in (53) are perfectly consistent with those used in \$5.1. Indeed, $c$ is exactly the speed of the wave, $\lambda$ is the Lagrange multiplier in the profile equation, $\mu$ is the energy level resulting from the integrated version of this profile equation, and the potential is

$$
\mathscr{W}(v ; \lambda, c)=-f(v)-\frac{1}{2} c v^{2}+\lambda v .
$$

We warn the reader once more, however, that the abstract notation for the parameters in (53) has to be interpreted differently for the EK system. Indeed, as should be clear from the discussion in $\$ 5.2 .2$, the profile equations for (EKL) are not readily of the form (53), which is a reduced profile equation, obtained only after eliminating the velocity profile $\underline{w}$. This yields the following table of correspondence (Table 3) between the 'practical' parameters $(\mu, \lambda, j, \sigma)$ of the EKL wave profile $(\underline{v}, \underline{w})$ introduced in $\S 5.2 .1$, and the abstract parameters $(\mu, \lambda, c)$ in (53) - which can also be checked from the relation between the EK action and the qKdV action in (49).

| abstract | $\mu$ | $\lambda$ | $c$ |
| :---: | :---: | :---: | :---: |
| qKdV | $\mu$ | $\lambda$ | $c$ |
| EKL | $\lambda-\frac{1}{2} \sigma^{2}$ | $j \sigma-\mu$ | $-j^{2}$ |

Table 3: Parameters in the reduced profile equation
In fact, the computations performed in the proof of Theorem 7 also show that the reduced profile equation for (EKE) has an abstract form as in (53), up to adapting notation. The correspondence is summarized in the next table (Table 4).

| equation | energy level | potential $\mathscr{W}$ |
| :---: | :---: | :---: |
| qKdV | $\mu$ | $\mathscr{W}(v)=-f(v)-\frac{1}{2} c v^{2}+\lambda v$ |
| EKL | $\lambda-\frac{1}{2} \sigma^{2}$ | $\mathscr{W}(v)=-f(v)+\frac{1}{2} j^{2} v^{2}+(j \sigma-\mu) v$ |
| EKE | $\mu-j \sigma$ | $\mathscr{W}(\rho)=-F(\rho)+\frac{1}{2} j^{2} / \rho+\left(\frac{1}{2} \sigma^{2}-\lambda\right) \rho$ |

Table 4: Energy level and potential in the reduced profile equation
We find it convenient to keep the 'abstract' notation in (53) for the discussion that follows.

### 6.1 Methodology

We wish to investigate numerically the conditions for orbital, coperiodic stability that are derived in Section 4, and applied to (qKdV) in \$5.1, and to (EKL), (EKE) in \$5.2.1 5.2.2. Equation (53) is obviously solvable by separation of variables, which readily gives the action

$$
\begin{equation*}
\Theta=\oint \kappa(v) \dot{v} \mathrm{~d} v=\oint \sqrt{2 \kappa(v)(\mu-\mathscr{W}(v ; \lambda, c))} \mathrm{d} v \tag{54}
\end{equation*}
$$

and the period

$$
\begin{equation*}
\Upsilon=\oint \frac{\mathrm{d} v}{\dot{v}}=\oint \frac{\mathrm{d} v}{\sqrt{2(\mu-\mathscr{W}(v ; \lambda, c)) / \kappa(v)}} . \tag{55}
\end{equation*}
$$

To actually compute these integrals, we first need the points $v_{2}, v_{3}$, as denoted in Table 1, at which $\mathscr{W}$ achieves the energy level $\mu$ and in between which $\mathscr{W}$ is less than $\mu$, the point $v_{2}$ being the trough of the wave, and $v_{3}$, the crest. These points we can compute numerically by means of, e.g. Newton's method. This is what we have done, with a relative tolerance $\varepsilon=10^{-10}$. Then we have computed numerically

$$
\Theta=2 \int_{v_{2}}^{v_{3}} \sqrt{2 \kappa(v)(\mu-\mathscr{W}(v ; \lambda, c))} \mathrm{d} v
$$

and also

$$
\Upsilon=2 \int_{v_{2}}^{v_{3}} \frac{\mathrm{~d} v}{\sqrt{2(\mu-\mathscr{W}(v ; \lambda, c)) / \kappa(v)}}
$$

by standard numerical integration techniques ${ }^{15}$. Some care is needed to handle properly the square root singularity at endpoints. This has been done by first making the desingularizing change of variables

$$
v=\frac{v_{3}+v_{2}}{2}+\frac{v_{3}-v_{2}}{2} \sin \omega
$$

(already used for instance in [BJ10, BGNR14]). Then every Newton-Cotes formulae that we tried worked well, and gave very close results, with a step size $\Delta \omega=10^{-4}$. We just had to preferably use an open Newton-Cotes formula to avoid too much sensitivity on the numerical error made on the preliminary computations of $v_{2}$ and $v_{3}$.

Finally, we have computed approximations of the second order derivatives of the action by means of finite differences. To avoid any confusion, the qKdV action is denoted by $\theta$ in what follows - as in $\$ 5.1$, and the notation $\Theta$ is reserved for the EK action. The second order derivatives of $\theta$ and $\Theta$ are computed in the natural, 'abstract' variables, respectively $(\mu, \lambda, c)$ and $\left(\mu, \lambda_{1}, \lambda_{2}, c\right)$, up to referring to Table 2 for computing derivatives of the EK action with respect to the 'concrete' parameters $(\mu, \lambda, j, \sigma)$. In both cases, we have used a 9 -point stencil for the computation of those second order discrete derivatives, with a step

[^11]size $\Delta \nu$ which turned out to be rather severely limited by the earlier steps - especially the numerical integration step. An additional difficulty is that the condition number of the Hessian of the action is most often very large.

The tolerance $\varepsilon=10^{-10}$ and the integration step size $\Delta \omega=10^{-4}$ are basically kept constant in the results presented below, whereas the finite difference step $\Delta \nu$ varies from place to place.

One important observation to validate our numerical approach is that, for some specific nonlinearities which correspond to completely integrable PDEs, we have access to an explicit formula for some characteristics of the Hessian of the action. To be more precise, we know from [BGNR13, Proposition 2] that the characteristic velocities of the modulated equations are those of a matrix known in terms of the Hessian of the action, the velocity and the period of periodic waves. For ( qKdV ), this matrix reads

$$
\mathbf{d}:=c\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)+(\operatorname{Hess} \theta)^{-1}\left(\begin{array}{ccc}
0 & 0 & -1 \\
0 & 1 & 0 \\
-1 & 0 & 0
\end{array}\right)
$$

and for (EKL), it is

$$
\mathbf{D}=-j\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1
\end{array}\right)+(\operatorname{Hess} \Theta)^{-1}\left(\begin{array}{cccc}
0 & 0 & 0 & -1 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
-1 & 0 & 0 & 0
\end{array}\right)
$$

So, in cases when these characteristic velocities are known through 'explicit' formulas which involve elliptic functions - , we can compare them with the eigenvalues of $\mathbf{d}$ and D that we obtain through our numerical approach. This is what we have done for the 'standard' Korteweg-de Vries (KdV) equation $\left(p(v)=\frac{1}{2} v^{2}, \kappa \equiv 1\right)$ and for the EulerKorteweg version of the cubic NLS equation $\left(p(v)=1 /\left(2 v^{2}\right), \mathscr{K}(\rho)=1 /(4 \rho)\right.$, that is, $\left.\kappa(v)=1 /\left(4 v^{4}\right)\right)$, by using the expressions of characteristic velocities collected in the book by Kamchatnov Kam00] (chapter 3.5, p. 184 and chapter 5.1, p. 238) and in JJen14, § 2.2].

Remark 10. This testing against explicit formulas incidentally enabled us to find out that the numerical computations displayed in BGNR14 were, to some extent, corrupted, because of inconsistent choices for the finite difference step $\Delta \nu$ and for the integration step size $\Delta \omega$ - in fact, $\Delta \nu$ was taken too small.

### 6.2 A few numerical results

### 6.2.1 Benchmarks

Let us start with the KdV case (with actually $p(v)=3 v^{2}$, for convenience). On Figure 3 hereafter, we have plotted the condition number of Hess $\theta$ for a reasonable range of periods $\Upsilon$, almost going down to the harmonic period - that is, the small amplitude limit -
as well as the relative error of its determinant when compared to what is expected from the explicit formulas mentioned above. As we can see, it is for periods close to the harmonic period that the condition number of Hess $\theta$ is the highest, and the error on the determinant reaches the highest values, around $0.12 \%$. Were the step size $\Delta \nu$ diminished, this instability phenomenon would worsen.


Figure 3: Left: condition number of Hess $\theta$ as a function of the period $\Upsilon$ for $K d V$, with $c=60, \lambda=-60$ kept fixed. Right: relative error on det Hess $\theta$. Finite difference step size: $\Delta \nu=0.005$.

Figure 4 hereafter displays, with the same parameter values as in Figure 3, the minors that encode the orbital stability condition in Theorem5, namely $m_{1}=\theta_{\mu \mu}, m_{2}=\theta_{\mu \mu} \theta_{\lambda \lambda}-$ $\theta_{\lambda \mu}^{2}$ and $m_{3}=\operatorname{det}$ Hess $\theta$.


Figure 4: Upper left: $m_{1}=\theta_{\mu \mu}$; upper right: $m_{2}=\theta_{\mu \mu} \theta_{\lambda \lambda}-\theta_{\lambda \mu}^{2}$; and lower left: $m_{3}=$ $\operatorname{det} \operatorname{Hess} \theta$, all of them as functions of the period $\Upsilon$ for KdV with $c=60, \lambda=-60 \mathrm{kept}$ fixed. Finite difference step size: $\Delta \nu=0.005$.

By looking at extreme values of those minors given in boxes, or by zooming on and eye-checking the parts of their curves that look closest to zero, we recover the signs that confirm orbital stability for KdV. More precisely, we find that the signs of minors of Hess $\theta$ are as in the third row on Table 5 .

$$
\theta_{\mu \mu}>0, \quad\left|\begin{array}{cc}
\theta_{\lambda \lambda} & \theta_{\mu \lambda} \\
\theta_{\lambda \mu} & \theta_{\mu \mu}
\end{array}\right|<0, \quad \operatorname{det}(\operatorname{Hess} \theta)<0
$$

(which is (31), corresponding to the set of conditions found by Johnson in [Joh09]).
Let us now consider the cubic NLS nonlinearity, whose numerical behavior differs. Again, on Figure 5 below, we have plotted the condition number of Hess $\Theta$ and the relative error of its determinant.


Figure 5: Left: condition number of Hess $\Theta$ as a function of the period for NLS, with $j=1, \sigma=0, \mu=-2.5$ kept fixed. Right: relative error on $\operatorname{det}$ Hess $\Theta$. Finite difference step size: $\Delta \nu=10^{-5}$.

Here the most important numerical problems come from large periods, that is, when we approach the soliton limit. The condition number gets quite large, and the error on the determinant obviously blows up in this limit. Nevertheless, we can plot the minors encoding orbital stability as long as the period is not too large. We first plot, in Figure 6, the four minors of Hess $\Theta$ encoding the stability conditions in $\left(\mathbf{S}_{\mathbf{L}}\right)$ (in Theorem 10), with in particular $M_{1}=\Theta_{\lambda \lambda}$ and $M_{4}=\operatorname{det}(\operatorname{Hess} \Theta)$, and then also look at the missing one for checking the stability conditions in $\left(\mathbf{S}_{\mathbf{E}}\right)$ (in Theorem 11), namely $\Theta_{\mu \mu}$.


Figure 6: The four principal minors: $M_{1}=\Theta_{\lambda \lambda}$ (upper left); $M_{2}=\Theta_{\mu \mu} \Theta_{\lambda \lambda}-\Theta_{\lambda \mu}^{2}$ (upper right); $M_{3}$ (lower left); and $M_{4}=\operatorname{det}($ Hess $\Theta$ ) (lower right), as a function of the period for NLS case, with $j=1, \sigma=0, \mu=-2.5$ kept fixed. Finite difference step size: $\Delta \nu=10^{-5}$.


Figure 7: $\Theta_{\mu \mu}$ as a function of the period with the same data as in Figure 6 .

Again, the signs are not easily visible for periods approaching the small amplitude limit, but the extreme values of minors displayed in boxes show that

$$
\Theta_{\mu \mu}>0, \quad \Theta_{\lambda \lambda}>0, \quad \operatorname{det}(\operatorname{Hess} \Theta)>0, \quad \mathrm{n}(\operatorname{Hess} \Theta)=2
$$

(the latter being a consequence of Sylvester's rule and the fact that there are exactly two sign changes in the sequence of minors, since $M_{2}<0$ and all the others are positive), which imply that both $\left(\mathbf{S}_{\mathbf{L}}\right)$ and $\left(\mathbf{S}_{\mathbf{E}}\right)$ are satisfied. This confirms, as known from [GH07a], that cubic NLS periodic waves are orbitally stable, including in the mass Lagrangian coordinates of the fluid formulation of NLS.

### 6.2.2 More $q K d V$ test cases

Let us now discuss (qKdV), with the aim of deriving new stability results in non integrable cases. We set again $\kappa \equiv 1$ - which means we actually concentrate on (gKdV) - and we look at a pressure law given by

$$
p(v)=e(\gamma+1) v^{\gamma}, \gamma \geq 2, e= \pm 1
$$

The minus sign is usually referred to as the defocusing case. Its introduction is in fact irrelevant if $\gamma$ is an even integer, because in this case the symmetry $(x, t, v) \mapsto(-x,-t,-v)$ drives back the minus sign to a plus sign in (gKdV).

The case $\gamma=2$ corresponds to (KdV), while the plus sign with $\gamma=3$ corresponds to what is known as the modified KdV equation ( $\mathrm{mKdV} \mathrm{)}$. integrable case, for which the results are qualitatively similar to those of KdV as displayed on Figures 8 - 9 here after. According to [AP07, Theorem 5.2], dnoidal waves should be orbitally stable. We chose our parameters in order to observe this particular family of waves (see Figure 2.1 in [Joh09]), and we find indeed the expected stability, the minors of Hess $\theta$ satisfying again (31).


Figure 8: Condition number of Hess $\theta$ as a function of the period for focusing ( mKdV ), that is $\gamma=3$ and $e=1$, with $c=1000$ and $\lambda=-500$ kept fixed. Finite difference step size: $\Delta \nu=0.05$.


Figure 9: Upper left: $m_{1}=\theta_{\mu \mu}$; upper right: $m_{2}=\theta_{\mu \mu} \theta_{\lambda \lambda}-\theta_{\lambda \mu}^{2}$; and lower left: $m_{3}=$ $\operatorname{det} \operatorname{Hess} \theta$, as a function of the period for focusing ( mKdV ), with the same data as in Figure 8 .

When going to the defocusing mKdV case (with a minus sign in the pressure and $\gamma=3$ ), we observe on Figure 11 that the intermediate minor $m_{2}$ has the opposite sign, compared to what happens for the focusing mKdV. However, the negative signature of Hess $\theta$ remains equal to one, and this confirms orbital stability for the defocusing mKdV equation, as expected from [DN11.


Figure 10: Condition number of Hess $\theta$ as a function of the period for defocusing ( mKdV ), that is $\gamma=3$ and $e=-1$, with $c=-100$ and $\lambda=-60$ kept fixed. Finite difference step size: $\Delta \nu=0.005$.


Figure 11: Upper left: $m_{1}=\theta_{\mu \mu}$; upper right: $m_{2}=\theta_{\mu \mu} \theta_{\lambda \lambda}-\theta_{\lambda \mu}^{2}$; and lower left: $m_{3}=\operatorname{det} \operatorname{Hess} \theta$, as a function of the period for defocusing ( mKdV ), with the same data as in Figure 10.

Let us come back to the focusing gKdV, with this time $\gamma=4$. This is a non integrable case, for which we are not aware of any analytical result regarding the stability of periodic waves. It is only known from PW92 that solitary waves are orbitally stable, which is
a necessary condition for the stability of periodic waves of large period, by the work by Gardner Gar97]. Numerical difficulties arise here at both ends. We have indeed large values of the condition number in both the small amplitude limit and the soliton limit, as can be seen on Figure 12. Nevertheless, there is numerical evidence for stability (Johnson's conditions in (31) are satisfied) at least for intermediate periods, for which the numerical results are most reliable, see Figure 13 .


Figure 12: Condition number of Hess $\theta$ as a function of the period for (gKdV) with $\gamma=4$ and $e=1$, and $c=1000, \lambda=-500$ kept fixed. Finite difference step size: $\Delta \nu=0.005$.


Figure 13: Upper left: $m_{1}=\theta_{\mu \mu}$; upper right: $m_{2}=\theta_{\mu \mu} \theta_{\lambda \lambda}-\theta_{\lambda \mu}^{2}$; and lower left: $m_{3}=\operatorname{det} \operatorname{Hess} \theta$, as a function of the period for $(\mathrm{gKdV})$ with $\gamma=4$ and $e=1$, with the same data as in Figure 12.

### 6.2.3 More EK test cases

Let us now focus on the Euler-Korteweg system. As for the NLS case, we investigate the orbital stability conditions for both (EKL) and (EKE), so as to check that stability occurs at the same time in the two formulations. First, we consider a Boussinesq pressure law

$$
p(v)=v-v^{\gamma},
$$

with a constant capillarity $\kappa \equiv 1$. In what follows, we take $\gamma=2$, which corresponds to the good Boussinesq equation, as in BJK14, § 4.2.1].

Numerical results are displayed on Figures 14.15. We observe a transition at period $\Upsilon_{0} \simeq 3.68$, where $\operatorname{det}$ Hess $\Theta$ changes sign (and $\mathfrak{n}(H e s s \Theta)$ passes from 2 to 3 ). For periods smaller than $\Upsilon_{0}$, we see that we are in the range of application of Theorems $10 \& 11$, which imply orbital stability for both (EKL) and (EKE). For periods larger than $\Upsilon_{0}$, since $\operatorname{det} \operatorname{Hess} \Theta<0$, Theorem 1 implies spectral instability. We checked that the zone around $\Upsilon_{0}$ where the condition number becomes very high does not depend on our choice of discretization steps - unlike what happens in the KdV/NLS cases for periods approaching the harmonic one or going to infinity. The transition at $\Upsilon_{0}$ is not a numerical artifact. Our conclusions are thus consistent with those in [HSS14], where it is pointed out that, at a fixed velocity, there exists a maximal period for the wave to be stable.


Figure 14: Left: condition number of $\operatorname{Hess} \Theta$ as a function of the period for EKL with Boussinesq pressure law with $\gamma=2, j=-0.1, \sigma=0, \mu=-2$ kept fixed. Right: $\Theta_{\mu \mu}$. Finite difference step size: $\Delta \nu=0.5 \cdot 10^{-4}$.


Figure 15: The four principal minors: $M_{1}=\Theta_{\lambda \lambda}$ (upper left); $M_{2}=\Theta_{\mu \mu} \Theta_{\lambda \lambda}-\Theta_{\lambda \mu}^{2}$ (upper right); $M_{3}$ (lower left); and $M_{4}=\operatorname{det}(\operatorname{Hess} \Theta)$ (lower right), for EKL with Boussinesq pressure law with $\gamma=2$ and the same data as on Figure 14 .

Let us now consider a last case. The perfect gas pressure law

$$
p(v)=1 / 2 v
$$

with a constant capillarity $\mathscr{K}(\rho) \equiv 1$, or equivalently, $\kappa(v)=1 / v^{5}$.



Figure 16: Left: condition number of Hess $\Theta$ as a function of the period for EK with the perfect gas pressure law, with $j=-1, \sigma=0, \mu=-2.5$ kept fixed. Right: $\Theta_{\mu \mu}$. Finite difference step size: $\Delta \nu=0.5 \cdot 10^{-4}$.


Figure 17: The four principal minors: $M_{1}=\Theta_{\lambda \lambda}$ (upper left); $M_{2}=\Theta_{\mu \mu} \Theta_{\lambda \lambda}-\Theta_{\lambda \mu}^{2}$ (upper right); $M_{3}$ (lower left); and $M_{4}=\operatorname{det}(\operatorname{Hess} \Theta)$ (lower right), for EKL with the perfect gas pressure law and the same data as in Figure 16.

We observe that $\left(\mathbf{S}_{\mathbf{L}}\right)$ and $\left(\mathbf{S}_{\mathbf{E}}\right)$ are satisfied, so that both Theorems $10 \& 11$ apply.

The tested periodic waves in the Euler-Korteweg system with the perfect gas pressure law are orbitally stable in both mass Lagrangian coordinates and Eulerian coordinates.

## Appendix

## A Algebraic computations regarding $\Theta$ and $\theta$

Recall from (49) that

$$
\Theta(\mu, \lambda, j, \sigma)=\theta\left(\lambda-\frac{1}{2} \sigma^{2}, j \sigma-\mu,-j^{2}\right),
$$

and that the subscripts $\mu, \lambda, c$ will denote, when attached to $\theta$, partial derivatives of $\theta$ with respect to its first, second, and third variable respectively. Therefore, by applying twice the chain rule we obtain

$$
\begin{aligned}
\text { Hess } \Theta & =\left(\begin{array}{cccc}
\Theta_{\mu \mu} & \Theta_{\lambda \mu} & \Theta_{j \mu} & \Theta_{\sigma \mu} \\
\Theta_{\mu \lambda} & \Theta_{\lambda \lambda} & \Theta_{j \lambda} & \Theta_{\sigma \lambda} \\
\Theta_{\mu j} & \Theta_{\lambda j} & \Theta_{j j} & \Theta_{\sigma j} \\
\Theta_{\mu \sigma} & \Theta_{\lambda \sigma} & \Theta_{j \sigma} & \Theta_{\sigma \sigma}
\end{array}\right) \\
= & \left(\begin{array}{c|c|c|c}
\theta_{\lambda \lambda} & -\theta_{\lambda \mu} & -\sigma \theta_{\lambda \lambda}+2 j \theta_{c \lambda} & -j \theta_{\lambda \lambda}+\sigma \theta_{\lambda \mu} \\
\hline & \theta_{\mu \mu} & -2 j \theta_{c \mu}+\sigma \theta_{\lambda \mu} & -\sigma \theta_{\mu \mu}+j \theta_{\lambda \mu} \\
\hline & & 4 j^{2} \theta_{c c}+\sigma^{2} \theta_{\lambda \lambda} & j \sigma \theta_{\lambda \lambda}-2 j^{2} \theta_{c \lambda}+2 j \sigma \theta_{c \mu} \\
& & -4 j \sigma \theta_{c \lambda}-2 \theta_{c} & -\sigma^{2} \theta_{\lambda \mu}+\theta_{\lambda} \\
\hline & & & j^{2} \theta_{\lambda \lambda}+\sigma^{2} \theta_{\mu \mu} \\
& & & -2 j \sigma \theta_{\lambda \mu}-\theta_{\mu}
\end{array}\right),
\end{aligned}
$$

where the entries of Hess $\Theta$ are evaluated at $(\mu, \lambda, j, \sigma)$, while the derivatives of $\theta$ are meant to be evaluated at $\left(\lambda-\frac{1}{2} \sigma^{2}, j \sigma-\mu,-j^{2}\right)$ - all along this section ${ }^{16}$-, and we have omitted to write the symmetric entries under the diagonal in order to save some space.

By elementary manipulations on columns and rows - as in Proposition 1- we thus find a matrix $\mathbf{Q} \in \mathrm{SL}_{4}(\mathbb{R})$ such that

$$
\mathbf{Q}(\operatorname{Hess} \Theta) \mathbf{Q}^{\top}=\left(\begin{array}{c|c|c|c}
\theta_{\lambda \lambda} & -\theta_{\lambda \mu} & 2 j \theta_{c \lambda} & 0 \\
\hline-\theta_{\lambda \mu} & \theta_{\mu \mu} & -2 j \theta_{c \mu} & 0 \\
\hline 2 j \theta_{c \lambda} & -2 j \theta_{c \mu} & 4 j^{2} \theta_{c c}-2 \theta_{c} & \theta_{\lambda} \\
\hline 0 & 0 & \theta_{\lambda} & -\theta_{\mu}
\end{array}\right) .
$$

Assuming that $j \neq 0-$ and recalling that $\Upsilon=\theta_{\mu}>0$ - we can perform further

[^12]manipulations, and thus find $\mathbf{R} \in \mathrm{GL}_{4}(\mathbb{R})$ such that $\operatorname{det} \mathbf{R}=1 /(2 j)$ and
\[

\mathbf{R}(\operatorname{Hess} \Theta) \mathbf{R}^{\top}=\left($$
\begin{array}{c|c|c|c}
\theta_{\lambda \lambda} & \theta_{\lambda \mu} & \theta_{c \lambda} & 0  \tag{56}\\
\hline \theta_{\lambda \mu} & \theta_{\mu \mu} & \theta_{c \mu} & 0 \\
\hline \theta_{c \lambda} & \theta_{c \mu} & \theta_{c c}-\eta & 0 \\
\hline 0 & 0 & 0 & -\theta_{\mu}
\end{array}
$$\right), \eta:=\left(2 \theta_{c} \theta_{\mu}-\theta_{\lambda}^{2}\right) /\left(4 j^{2} \theta_{\mu}\right)
\]

Observe that the upper $3 \times 3$ block in the right-hand side is Hess $\theta-\eta J$, where

$$
J:=\left(\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

In particular, (56) yields

$$
\frac{1}{4 j^{2}} \operatorname{det}(\operatorname{Hess} \Theta)=-\theta_{\mu} \operatorname{det}(\operatorname{Hess} \theta-\eta J)
$$

which equivalently reads

$$
\operatorname{det}(\operatorname{Hess} \Theta)=\left(2 \theta_{c} \theta_{\mu}-\theta_{\lambda}^{2}\right)\left(\theta_{\mu \mu} \theta_{\lambda \lambda}-\theta_{\lambda \mu}^{2}\right)-4 j^{2} \theta_{\mu} \operatorname{det}(\operatorname{Hess} \theta) .
$$

Since $\theta_{\mu}>0$, 56) also gives

$$
\mathrm{n}(\operatorname{Hess} \Theta)=1+\mathrm{n}(\operatorname{Hess} \theta-\eta J)
$$

This proves Eqs. (51) and (52).
We can also draw some sign tables that yield the signatures of Hess $\theta, \mathbf{C}_{L}$, and $\mathbf{C}_{E}$ by inspection of their minors.

Let us first consider $\mathbf{C}_{L}$, written as in (44),

$$
\mathbf{C}_{L}=-\frac{1}{\Theta_{\lambda \lambda}}\left(\left.\begin{array}{cc}
\left|\begin{array}{cc}
\Theta_{\mu \mu} & \Theta_{\lambda \mu} \\
\Theta_{\mu \lambda} & \Theta_{\lambda \lambda}
\end{array}\right| & \left|\begin{array}{cc}
\Theta_{\mu \sigma} & \Theta_{\lambda \sigma} \\
\Theta_{\mu \lambda} & \Theta_{\lambda \lambda}
\end{array}\right| \\
\left|\begin{array}{cc}
\Theta_{\sigma \mu} & \Theta_{\lambda \mu} \\
\Theta_{\sigma \lambda} & \Theta_{\lambda \lambda}
\end{array}\right|\left|\begin{array}{cc}
\Theta_{\mu j} & \Theta_{\lambda j} \\
\Theta_{\mu \lambda} & \Theta_{\lambda \lambda}
\end{array}\right| \\
\Theta_{\sigma \lambda} & \Theta_{\lambda \lambda}
\end{array}| | \begin{array}{|cc}
\Theta_{\sigma j} & \Theta_{\lambda j} \\
\Theta_{\sigma \lambda} & \Theta_{\lambda \lambda}
\end{array} \right\rvert\,\right)
$$

which equivalently reads

$$
\mathbf{C}_{L}=-\frac{1}{\Theta_{\lambda \lambda}}\left(\begin{array}{cc}
\left|\begin{array}{cc}
\theta_{\lambda \lambda} & -\theta_{\lambda \mu} \\
-\theta_{\mu \lambda} & \theta_{\mu \mu}
\end{array}\right| & \left|\begin{array}{cc}
0 & 0 \\
-\theta_{\mu \lambda} & \theta_{\mu \mu}
\end{array}\right| \\
\left|\begin{array}{cc}
0 & -\theta_{\lambda \mu} \\
0 & \theta_{\mu \mu}
\end{array}\right| & \left|\begin{array}{cc}
2 j \theta_{\lambda c} & -2 j \theta_{\mu c} \\
-\theta_{\mu \lambda} & \theta_{\mu \mu}
\end{array}\right| \\
\left|\begin{array}{cc}
-\theta_{\mu} & 0 \\
0 & \theta_{\mu \mu}
\end{array}\right| & \left|\begin{array}{cc}
\theta_{\lambda} & -2 j \theta_{\mu c} \\
0 & \theta_{\mu \mu}
\end{array}\right| \\
\left|\begin{array}{cc}
2 j \theta_{c \lambda} & -\theta_{\lambda \mu} \\
-2 j \theta_{c \mu} & \theta_{\mu \mu}
\end{array}\right| & \left|\begin{array}{cc}
\theta_{\lambda} & 0 \\
-2 j \theta_{c \mu} & \theta_{\mu \mu}
\end{array}\right|
\end{array}\left|\begin{array}{cc}
4 j^{2} \theta_{c c}-2 \theta_{c} & -2 j \theta_{\mu c} \\
-2 j \theta_{c \mu} & \theta_{\mu \mu}
\end{array}\right|\right)
$$

$$
=-\frac{1}{\Theta_{\lambda \lambda}}\left(\begin{array}{cc}
\left|\begin{array}{cc}
\theta_{\lambda \lambda} & \theta_{\lambda \mu} \\
\theta_{\mu \lambda} & \theta_{\mu \mu}
\end{array}\right| & 0
\end{array} \quad 2 j\left|\begin{array}{cc}
\theta_{\lambda c} & \theta_{\mu c} \\
\theta_{\lambda \mu} & \theta_{\mu \mu}
\end{array}\right|\right.
$$

This is to be compared with the constraint matrix for ( qKdV ), which is given by

$$
\mathbf{c}=-\frac{1}{\theta_{\mu \mu}}\left(\begin{array}{cc}
\left|\begin{array}{cc}
\theta_{\lambda \lambda} & \theta_{\mu \lambda} \\
\theta_{\lambda \mu} & \theta_{\mu \mu}
\end{array}\right| & \left|\begin{array}{ll}
\theta_{\lambda c} & \theta_{\mu c} \\
\theta_{\lambda \mu} & \theta_{\mu \mu}
\end{array}\right| \\
\left|\begin{array}{cc}
\theta_{c \lambda} & \theta_{\mu \lambda} \\
\theta_{c \mu} & \theta_{\mu \mu}
\end{array}\right| & \left|\begin{array}{ll}
\theta_{c c} & \theta_{\mu c} \\
\theta_{c \mu} & \theta_{\mu \mu}
\end{array}\right|
\end{array}\right)
$$

Recalling that $\Theta_{\lambda \lambda}=\theta_{\mu \mu}$, we see that the first upper left minors of $\mathbf{C}_{L}$ and $\mathbf{c}$ are both equal to

$$
\Delta_{1}:=-\frac{1}{\theta_{\mu \mu}}\left|\begin{array}{ll}
\theta_{\lambda \lambda} & \theta_{\mu \lambda} \\
\theta_{\lambda \mu} & \theta_{\mu \mu}
\end{array}\right|=: \delta_{1} .
$$

The second upper left minor of $\mathbf{C}_{L}$ is

$$
\Delta_{2}:=-\theta_{\mu}\left|\begin{array}{ll}
\theta_{\lambda \lambda} & \theta_{\mu \lambda} \\
\theta_{\lambda \mu} & \theta_{\mu \mu}
\end{array}\right|=\theta_{\mu} \theta_{\mu \mu} \delta_{1}
$$

while the second upper left minor of $\mathbf{c}$ is

$$
\delta_{2}:=\operatorname{det} \mathbf{c}=\frac{1}{\left(\theta_{\mu \mu}\right)^{2}}\left|\begin{array}{cc}
\left|\begin{array}{cc}
\theta_{\lambda \lambda} & \theta_{\mu \lambda} \\
\theta_{\lambda \mu} & \theta_{\mu \mu}
\end{array}\right| & \left|\begin{array}{cc}
\theta_{\lambda c} & \theta_{\mu c} \\
\theta_{\lambda \mu} & \theta_{\mu \mu}
\end{array}\right| \\
\left|\begin{array}{cc}
\theta_{c \lambda} & \theta_{\mu \lambda} \\
\theta_{c \mu} & \theta_{\mu \mu}
\end{array}\right| & \left|\begin{array}{ll}
\theta_{c c} & \theta_{\mu c} \\
\theta_{c \mu} & \theta_{\mu \mu}
\end{array}\right|
\end{array}\right|=\frac{1}{\theta_{\mu \mu}} \operatorname{det}(\operatorname{Hess} \theta) .
$$

As to the third and last first upper left minor of $\mathbf{C}_{L}$, it reads

$$
\Delta_{3}:=\operatorname{det} \mathbf{C}_{L}=\frac{4 j^{2} \theta_{\mu}}{\left(\theta_{\mu \mu}\right)^{2}}\left|\begin{array}{cc}
\left|\begin{array}{cc}
\theta_{\lambda \lambda} & \theta_{\mu \lambda} \\
\theta_{\lambda \mu} & \theta_{\mu \mu}
\end{array}\right| & \left|\begin{array}{cc}
\theta_{\lambda c} & \theta_{\mu c} \\
\theta_{\lambda \mu} & \theta_{\mu \mu}
\end{array}\right| \\
\left|\begin{array}{ll}
\theta_{c \lambda} & \theta_{\mu \lambda} \\
\theta_{c \mu} & \theta_{\mu \mu}
\end{array}\right|
\end{array}\right| \begin{array}{cc}
\theta_{c c} & \theta_{\mu c} \\
\theta_{c \mu} & \theta_{\mu \mu}
\end{array}| |-\frac{1}{\theta_{\mu \mu}}\left(2 \theta_{c} \theta_{\mu}-\theta_{\lambda}^{2}\right)\left|\begin{array}{ll}
\theta_{\lambda \lambda} & \theta_{\mu \lambda} \\
\theta_{\lambda \mu} & \theta_{\mu \mu}
\end{array}\right|
$$

that is,

$$
\Delta_{3}=4 j^{2} \theta_{\mu} \delta_{2}+\left(2 \theta_{c} \theta_{\mu}-\theta_{\lambda}^{2}\right) \delta_{1}
$$

Since $\theta_{\mu}=\Upsilon>0$ and $2 \theta_{c} \theta_{\mu}-\theta_{\lambda}^{2}>0$ (by Cauchy-Schwarz), we can compare $n\left(\mathbf{C}_{L}\right)$ and $\mathrm{n}(\mathbf{c})$ by drawing the following table, which relies on Sylvester's invariance theorem ${ }^{17}$, and where $+/-$ signs stand for positive/negative values:

[^13]| $\theta_{\mu \mu}$ | $\theta_{\mu \mu} \theta_{\lambda \lambda}-\theta_{\lambda \mu}^{2}$ | $\operatorname{det}(\operatorname{Hess} \theta)$ | $\mathrm{n}(\operatorname{Hess} \theta)$ | $\delta_{1}$ | $\delta_{2}$ | $\mathrm{n}(\mathbf{c})$ | $\Delta_{1}$ | $\Delta_{2}$ | $\Delta_{3}$ | $\mathrm{n}\left(\mathbf{C}_{L}\right)$ | $\operatorname{det}(\operatorname{Hess} \Theta)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| + | + | + | 0 | - | + | 2 | - | - | $?$ | $\geq 1$ | $?$ |
| + | + | - | 1 | - | - | 1 | - | - | - | 1 | + |
| + | - | - | 1 | + | - | 1 | + | + | $?$ | $\geq 0$ | $?$ |
| + | - | + | 2 | + | + | 0 | + | + | + | 0 | - |
| - | + | + | 2 | + | - | 1 | + | - | $?$ | $\geq 1$ | $?$ |
| - | + | - | 3 | + | + | 0 | + | - | + | 2 | + |
| - | - | - | 1 | - | + | 2 | - | + | $?$ | $\geq 2$ | $?$ |
| - | - | + | 2 | - | - | 1 | - | + | - | 3 | - |

Table 5: Possible values of signs of minors and negative signatures regarding $\mathbf{C}_{L}$
We have used here above the additional observation (already made in BGNR13, Remark 2]) that

$$
\left|\begin{array}{l}
\left|\begin{array}{ll}
\theta_{\lambda \lambda} & \theta_{\mu \lambda} \\
\theta_{\lambda \mu} & \theta_{\mu \mu}
\end{array}\right|
\end{array}\right| \begin{array}{ll}
\theta_{\lambda c} & \theta_{\mu c} \\
\theta_{\lambda \mu} & \theta_{\mu \mu}
\end{array}\left|\mid=\theta_{\mu \mu} \operatorname{det}(\operatorname{Hess} \theta) .\right.
$$

Similarly as for $\mathbf{C}_{L}$, we can express

$$
\mathbf{C}_{E}=-\frac{1}{\Theta_{\mu \mu}}\left(\left.\begin{array}{cc}
\left|\begin{array}{cc}
\Theta_{\lambda \lambda} & \Theta_{\mu \lambda} \\
\Theta_{\lambda \mu} & \Theta_{\mu \mu}
\end{array}\right| & \left|\begin{array}{cc}
\Theta_{\lambda j} & \Theta_{\mu j} \\
\Theta_{\lambda \mu} & \Theta_{\mu \mu}
\end{array}\right| \\
\left|\begin{array}{cc}
\Theta_{j \lambda} & \Theta_{\mu \lambda} \\
\Theta_{j \mu} & \Theta_{\mu \mu}
\end{array}\right|\left|\begin{array}{cc}
\Theta_{\lambda \sigma} & \Theta_{\mu \sigma} \\
\Theta_{\lambda \mu} & \Theta_{\mu \mu}
\end{array}\right| \\
\Theta_{j \mu} & \Theta_{\mu \mu} \\
\Theta_{\mu \mu}
\end{array}| | \begin{array}{cc}
\Theta_{j \sigma} & \Theta_{\mu \sigma} \\
\Theta_{j \mu} & \Theta_{\mu \mu}
\end{array} \right\rvert\,\right.
$$

in terms the derivatives of $\theta$ as

$$
\mathbf{C}_{E}=-\frac{1}{\theta_{\lambda \lambda}}\left(\left.\begin{array}{cc}
\left|\begin{array}{cc}
\theta_{\mu \mu} & -\theta_{\mu \lambda} \\
-\theta_{\lambda \mu} & \theta_{\lambda \lambda}
\end{array}\right| & \left|\begin{array}{cc}
-2 j \theta_{\mu c} & 2 j \theta_{\lambda c} \\
-\theta_{\lambda \mu} & \theta_{\lambda \lambda}
\end{array}\right| \\
\left|\begin{array}{cc}
-2 j \theta_{\mu c} & -\theta_{\lambda \mu} \\
2 j \theta_{\lambda c} & \theta_{\lambda \lambda}
\end{array}\right| & \left|\begin{array}{cc}
0 & 0 \\
-\theta_{\lambda \mu} & \theta_{\lambda \lambda}
\end{array}\right| \\
\left|\begin{array}{cc}
0 j^{2} \theta_{c c}-2 \theta_{c} & 2 j \theta_{\lambda c} \\
2 j \theta_{c \lambda} & \theta_{\lambda \lambda}
\end{array}\right| & \left|\begin{array}{cc}
\theta_{\lambda} & 0 \\
2 j \theta_{\lambda c} & \theta_{\lambda \lambda}
\end{array}\right| \\
0 & -\theta_{\lambda \mu} \\
0 & \theta_{\lambda \lambda}
\end{array}|\quad| \begin{array}{cc}
\theta_{\lambda} & 2 j \theta_{\lambda c} \\
0 & \theta_{\lambda \lambda}
\end{array}|\quad| \begin{array}{cc}
-\theta_{\mu} & 0 \\
0 & \theta_{\lambda \lambda}
\end{array} \right\rvert\, l\right)
$$

We thus find that the upper left minors of $\mathbf{C}_{E}$ are

$$
\Delta_{E, 1}:=-\frac{1}{\theta_{\lambda \lambda}}\left|\begin{array}{ll}
\theta_{\lambda \lambda} & \theta_{\mu \lambda} \\
\theta_{\lambda \mu} & \theta_{\mu \mu}
\end{array}\right|=\frac{\theta_{\mu \mu}}{\theta_{\lambda \lambda}} \delta_{1},
$$

$$
\begin{aligned}
& \Delta_{E, 2}:=\frac{4 j^{2}}{\left(\theta_{\lambda \lambda}\right)^{2}}\left|\begin{array}{l}
\left|\begin{array}{cc}
\theta_{\mu \mu} & \theta_{\lambda \mu} \\
\theta_{\mu \lambda} & \theta_{\lambda \lambda}
\end{array}\right|
\end{array}\right| \begin{array}{ll}
\theta_{\mu c} & \theta_{\lambda c} \\
\theta_{\mu \lambda} & \theta_{\lambda \lambda}
\end{array}| | \begin{array}{ll}
\theta_{c \mu} & \theta_{\lambda \mu} \\
\theta_{c \lambda} & \theta_{\lambda \lambda}
\end{array}| | \begin{array}{ll}
\theta_{c c} & \theta_{\lambda c} \\
\theta_{c \lambda} & \theta_{\lambda \lambda}
\end{array}| |-\frac{2 \theta_{c}}{\theta_{\lambda \lambda}}\left|\begin{array}{ll}
\theta_{\mu \mu} & \theta_{\lambda \mu} \\
\theta_{\mu \lambda} & \theta_{\lambda \lambda}
\end{array}\right| \\
& =\frac{1}{\theta_{\lambda \lambda}}\left(4 j^{2} \operatorname{det} \operatorname{Hess} \theta+2 \theta_{c} \theta_{\mu \mu} \delta_{1}\right), \\
& \Delta_{E, 3}=\operatorname{det} \mathbf{C}_{E}=\frac{4 j^{2} \theta_{\mu}}{\left(\theta_{\lambda \lambda}\right)^{2}}\left|\begin{array}{cc}
\left|\begin{array}{cc}
\theta_{\mu \mu} & \theta_{\lambda \mu} \\
\theta_{\mu \lambda} & \theta_{\lambda \lambda}
\end{array}\right| & \left|\begin{array}{cc}
\theta_{\mu c} & \theta_{\lambda c} \\
\theta_{\mu \lambda} & \theta_{\lambda \lambda}
\end{array}\right| \\
\left|\begin{array}{ll}
\theta_{c \mu} & \theta_{\lambda \mu} \\
\theta_{c \lambda} & \theta_{\lambda \lambda}
\end{array}\right| & \left|\begin{array}{ll}
\theta_{c c} & \theta_{\lambda c} \\
\theta_{c \lambda} & \theta_{\lambda \lambda}
\end{array}\right|
\end{array}\right|-\frac{1}{\theta_{\lambda \lambda}}\left(2 \theta_{c} \theta_{\mu}-\theta_{\lambda}^{2}\right)\left|\begin{array}{ll}
\theta_{\mu \mu} & \theta_{\lambda \mu} \\
\theta_{\mu \lambda} & \theta_{\lambda \lambda}
\end{array}\right| \\
& =\frac{1}{\theta_{\lambda \lambda}}\left(4 j^{2} \theta_{\mu} \operatorname{det} \operatorname{Hess} \theta+\left(2 \theta_{c} \theta_{\mu}-\theta_{\lambda}^{2}\right) \theta_{\mu \mu} \delta_{1}\right) \text {. }
\end{aligned}
$$

Furthermore, since $\theta_{c}=\int_{0}^{\Upsilon} \frac{1}{2} \underline{v}^{2}>0$, we can complement Table 5 with a similar table in terms of the negative signature of $\mathbf{C}_{E}$.

| $\theta_{\lambda \lambda}$ | $\theta_{\lambda \lambda} \theta_{\mu \mu}-\theta_{\lambda \mu}^{2}$ | $\operatorname{det}(\operatorname{Hess} \theta)$ | $\mathrm{n}(\operatorname{Hess} \theta)$ | $\Delta_{E, 1}$ | $\Delta_{E, 2}$ | $\Delta_{E, 3}$ | $\mathrm{n}\left(\mathbf{C}_{E}\right)$ | $\operatorname{det}(\operatorname{Hess} \Theta)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| + | + | + | 0 | - | $?$ | $?$ | $\geq 1$ | $?$ |
| + | + | - | 1 | - | - | - | 1 | + |
| + | - | - | 1 | + | $?$ | $?$ | $\geq 0$ | $?$ |
| + | - | + | 2 | + | + | + | 0 | - |
| - | + | + | 2 | + | $?$ | $?$ | $\geq 0$ | $?$ |
| - | + | - | 3 | + | + | + | 0 | + |
| - | - | - | 1 | - | $?$ | $?$ | $\geq 2$ | $?$ |
| - | - | + | 2 | - | - | - | 1 | - |

Table 6: Possible values of signs of minors and negative signatures regarding $\mathbf{C}_{E}$

## B Proof of Lemma 2

For convenience of the reader, let us recall the statement of this lemma.
Lemma. Assume that $\kappa: I \rightarrow(0,+\infty)$ and $\mathscr{W}: I \rightarrow \mathbb{R}$ are $\mathcal{C}^{2}$ on some open interval $I$ and such that the Euler-Lagrange equation $\mathrm{E} \mathscr{U}[v]=0$ associated with the energy

$$
\mathscr{U}:\left(v, v_{x}\right) \mapsto \frac{1}{2} \kappa(v) v_{x}^{2}+\mathscr{W}(v)
$$

admits a family of periodic solutions $\underline{v}$ taking values in I, parametrized by the energy level $\mu=\mathrm{L} \mathscr{U}[\underline{v}]$, for $\mu \in J$, another open interval. If we denote by $\Upsilon$ the period of $\underline{v}$, and assume that $\Upsilon_{\mu}$, its derivative with respect to $\mu$, does not vanish, then the self-adjoint differential operator $\mathbf{a}:=$ Hess $\mathscr{U}[\underline{v}]$ has the following properties:

- the kernel of $\mathbf{a}$ on $L^{2}(\mathbb{R} / \Upsilon \mathbb{Z})$ is the line spanned by $\underline{v}_{x}$;
- the negative signature $\mathbf{n}(\mathbf{a})$ of $\mathbf{a}$ is given by the following rule:

$$
\begin{aligned}
& * \text { if } \Upsilon_{\mu}>0 \text { then } \mathrm{n}(\mathbf{a})=1, \\
& * \text { if } \Upsilon_{\mu}<0 \text { then } \mathrm{n}(\mathbf{a})=2 .
\end{aligned}
$$

This lemma belongs to the classical periodic Floquet/Sturm-Liouville theory that may be found in [MW79, Part I-Chapter II], [RS78, Chapter XIII-Section 16], Tes12, Part 1Section 5.6] or partially in [Nev09. Some complements in Nev09] are also used there and in [NN14] to address the question of co-periodic stability.

Proof. The first point follows from an elementary, ODE argument. Indeed, the equation $\mathbf{a} v=0$ is a second order ODE, of which we already know two independent solutions, namely $\underline{v}_{x}$ and $\underline{v}_{\mu}$, obtained by differentiating the Euler-Lagrange equation $\mathrm{E} \mathscr{U}[\underline{v}]=0$. In addition, by differentiating the null function $\underline{v}(\cdot+\Upsilon)-\underline{v}$ with respect to $\mu$, we see that $\underline{v}_{\mu}(\cdot+\Upsilon)-\underline{v}_{\mu}=-\Upsilon_{\mu} \underline{v}_{x}$. Since $\underline{v}_{x}$ is not identically zero, and $\Upsilon_{\mu} \neq 0$ by assumption, $\underline{v}_{\mu}$ cannot be $\Upsilon$-periodic, nor can be any linear combination of $\underline{v}_{\mu}$ and $\underline{v}_{x}$, since the latter is $\Upsilon$-periodic. Therefore, the set of $\Upsilon$-periodic solutions of $\mathbf{a} v=0$ is the line spanned by $\underline{v}_{x}$.

The second point involves some classical spectral theory of self-adjoint operators in general, and of Sturm-Liouville operators in particular, as well as a technical argument based on a computation that is hardly ever done in details. The general theory says see Tes12, Theorem 5.37] - that, since $\underline{v}_{x}$ is in the kernel of a and vanishes only twice on one period, 0 is either the second or the third eigenvalue of the Sturm-Liouville operator

$$
\mathbf{a}=-\partial_{x} K \partial_{x}+q, \quad K:=\kappa(\underline{v}), \quad q:=\mathscr{W}^{\prime \prime}(\underline{v})+\frac{1}{2} \kappa^{\prime \prime}(\underline{v}) \underline{v}_{x}^{2}-\partial_{x}\left(\kappa^{\prime}(\underline{v}) \underline{v}_{x}\right) .
$$

So we are left with showing that $\Upsilon_{\mu}>0$ corresponds to the first case, and $\Upsilon_{\mu}<0$ to the second. This will follow from a computation based on the discriminant associated with the eigenvalue equation

$$
\mathbf{a} v=r v
$$

This discriminant is the function $\mathrm{T}=\mathrm{T}(r)$ defined as

$$
\mathrm{T}(r)=\operatorname{tr}(\mathbf{f}(\Upsilon ; r))
$$

where $\mathbf{f}(\cdot ; r)$ denotes the fundamental solution of the eigenvalue equation $\mathbf{a} v=r v$ viewed as the first-order system

$$
\left\{\begin{array}{l}
\dot{v}=w / K  \tag{57}\\
\dot{w}=(q-r) v
\end{array}\right.
$$

(We warn the reader that $\mathbf{f}$ and $w$ are local notations, which do not have the same meaning as in the main part of the paper.) The reason why T plays a prominent role here is that the matrix value function $\mathbf{f}$ has a determinant constantly equal to one - this follows from Liouville's formula, since the matrix in System (57) is traceless - so that $\mathbf{f}$ at $x=\Upsilon$
admits 1 as an eigenvalue if and only if $\mathrm{T}(r)=2$. In addition, this is exactly the condition under which (57) has a $\Upsilon$-periodic solution. Therefore, $\mathrm{T}(r)=2$ is an iff condition for $r$ to be an eigenvalue of a on $L^{2}(\mathbb{R} / \Upsilon \mathbb{Z})$. In particular, we already know that 0 is an eigenvalue of $\mathbf{a}$, so $T(0)=2$.

The connection of T with the ordering of eigenvalues arises through its derivative. Indeed, the sign of $\mathrm{T}^{\prime}(0)$ tells us if 0 is the second or the third eigenvalue of a on $L^{2}(\mathbb{R} / \Upsilon \mathbb{Z})$. This is a consequence of a deeper knowledge on the spectrum of a on $L^{2}(\mathbb{R})$. By FloquetBloch decomposition - see point (d) in [RS78, Theorem XIII-85] combined with RS78, Theorems XIII-88 \& XIII-89] for the semi-linear case, or [Rod13, p.30-31] for a general argument - ,

$$
\sigma_{L^{2}(\mathbb{R})}(\mathbf{a})=\bigcup_{\nu \in[0,2 \pi)} \sigma\left(\mathbf{a}_{\nu}\right),
$$

where $\mathbf{a}_{\nu}$ is defined by the same formula as $\mathbf{a}$, that is $\mathbf{a}_{\nu}:=-\partial_{x} K \partial_{x}+q$, but on the domain

$$
\left\{v \in H^{2}(\mathbb{R} / \Upsilon \mathbb{Z}) ; v(\Upsilon)=\mathrm{e}^{i \nu} v(0)\right\}
$$

By a similar reasoning as for $\mathbf{a}$, we can see that the eigenvalues of $\mathbf{a}_{\nu}$ are those $r$ such that $\mathrm{e}^{i \nu}$ is an eigenvalue of $\mathbf{f}(\Upsilon ; r)$ and this is equivalent to $\mathrm{T}(r)=2 \cos \nu$. We thus see that $\sigma_{L^{2}(\mathbb{R})}(\mathbf{a})$ is the union of closed intervals in which T achieves values in $[-2,2]$ (see Figure 18 below).


Figure 18: Oscillations of discriminant $\mathrm{T}(r)$ (blue curve), spectrum of $\mathbf{a}_{0}$ (abscissas of green bullets), and (part of) spectrum of a (red intervals).

In particular, the eigenvalues of a on $L^{2}(\mathbb{R} / \Upsilon \mathbb{Z})$ - that is, of the operator $\mathbf{a}_{0}$ - are found at the intersection of this graph with the line $T=2$. In addition, it is known see [Tes12, Theorem 5.33] - that the least eigenvalue of $\mathbf{a}_{0}$, say $r_{1}$, is in fact the lower bound for the spectrum of all the operators $\mathbf{a}_{\nu}$. By the mean value theorem, this implies
$\mathrm{T}(r)>2$ for all $r<r_{1}$. Paying closer attention to the variations of T , we thus infer that 0 is the second eigenvalue of $\mathbf{a}_{0}$ if $T^{\prime}(0)>0$, and the third one if $T^{\prime}(0)<0$.

It remains to make the connection between the signs of $T^{\prime}(0)$ and $\Upsilon_{\mu}$. This will follow from a fairly general computation, involving any two independent solutions $\left(v_{1}, w_{1}\right)^{\top}$ and $\left(v_{2}, w_{2}\right)$ of (57), smoothly parametrized by $r$ and such that

$$
\left|\begin{array}{cc}
v_{1} & v_{2} \\
w_{1} & w_{2}
\end{array}\right| \equiv 1
$$

(Again, this is possible since the matrix in System (57) is traceless.) The solution operator $\mathbf{s}(x, s ; r)$, related to the fundamental solution by $\mathbf{f}(x ; r)=\mathbf{s}(x, 0 ; r)$, is thus given by

$$
\mathbf{s}(x, s ; r)=\left(\begin{array}{ll}
\mathbf{v}(x) \wedge \mathbf{w}(s) & -\mathbf{v}(x) \wedge \mathbf{v}(s) \\
\mathbf{w}(x) \wedge \mathbf{w}(s) & -\mathbf{w}(x) \wedge \mathbf{v}(s)
\end{array}\right)
$$

where we have introduced, for convenience, the vector-valued functions

$$
\mathbf{v}:=\binom{v_{1}}{v_{2}}, \mathbf{w}:=\binom{w_{1}}{w_{2}}
$$

and used the notation $\wedge$ as a shortcut for the determinant in $\mathbb{R}^{2}$. Note in particular that the requirement made on the determinant of $\left(v_{1}, w_{1}\right)^{\top}$ and $\left(v_{2}, w_{2}\right)^{\top}$ is equivalent to

$$
\mathbf{v} \wedge \mathbf{w} \equiv 1
$$

Furthermore, we have by definition

$$
\mathrm{T}(r)=\operatorname{tr}(\mathbf{s}(\Upsilon, 0 ; r))=\mathbf{v}(\Upsilon ; r) \wedge \mathbf{w}(0 ; r)+\mathbf{v}(0 ; r) \wedge \mathbf{w}(\Upsilon ; r)
$$

Without loss of generality, we may assume that $\mathbf{v}(0 ; r)=\mathbf{v}(0 ; 0)$ and $\mathbf{w}(0 ; r)=\mathbf{w}(0 ; 0)$ for all $r$, so that

$$
\mathrm{T}^{\prime}(0)=\mathbf{v}_{r}(\Upsilon ; r) \wedge \mathbf{w}(0 ; 0)+\mathbf{v}(0 ; 0) \wedge \mathbf{w}_{r}(\Upsilon ; r)
$$

where the subscript $r$ stands for a partial derivative with respect to $r$. We claim that

$$
\begin{equation*}
\operatorname{sign}\left(T^{\prime}(0)\right)=\operatorname{sign}(\mathbf{w}(\Upsilon ; 0) \wedge \mathbf{w}(0 ; 0)) \tag{58}
\end{equation*}
$$

The proof of (58) proposed here may be thought as a slight variation on the one relying on Formula (2.17) in [MW79].

In order to prove (58), let us first observe that, for any solution $(v, w)^{\top}$ to (57), by differentiation with respect to $r,\left(v_{r}, w_{r}\right)^{\top}$ solves the system with source term

$$
\left\{\begin{array}{l}
\dot{v}_{r}=w_{r} / K \\
\dot{w}_{r}=(q-r) v_{r}-v
\end{array}\right.
$$

and is therefore given by the Duhamel formula associated with the solution operator $\mathbf{s}(x, s ; r)$. This gives

$$
\left\{\begin{array}{l}
v_{r}(x)=\int_{0}^{x}(\mathbf{v}(x) \wedge \mathbf{v}(s)) v(s) \mathrm{d} s \\
w_{r}(x)=\int_{0}^{x}(\mathbf{w}(x) \wedge \mathbf{v}(s)) v(s) \mathrm{d} s
\end{array}\right.
$$

where we have omitted to write the dependence on $r$ for simplicity, hence

$$
\mathrm{T}^{\prime}(0)=\int_{0}^{\Upsilon}(\mathbf{v}(\Upsilon) \wedge \mathbf{v}(s))(\mathbf{v}(s) \wedge \mathbf{w}(0))+(\mathbf{v}(0) \wedge \mathbf{v}(s))(\mathbf{w}(\Upsilon) \wedge \mathbf{v}(s)) \mathrm{d} s
$$

where all functions are evaluated at $r=0$. The idea is now to find some cancellations in the integrand here above, by using the known constraint $\mathbf{v} \wedge \mathbf{w} \equiv 1$, together with the fact that $T(0)=2$, that is,

$$
\begin{equation*}
\mathbf{v}(\Upsilon) \wedge \mathbf{w}(0)+\mathbf{v}(0) \wedge \mathbf{w}(\Upsilon)=2 \tag{59}
\end{equation*}
$$

where again all functions are evaluated at $r=0$. By elementary algebra, these relations imply that

$$
(\mathbf{v}(\Upsilon)-\mathbf{v}(0)) \wedge(\mathbf{w}(\Upsilon)-\mathbf{w}(0))=0
$$

At least one of these two vectors $\mathbf{v}(\Upsilon)-\mathbf{v}(0)$ and $\mathbf{w}(\Upsilon)-\mathbf{w}(0)$ is nonzero, because the solutions $\left(v_{1}, w_{1}\right)^{\top}$ and $\left(v_{2}, w_{2}\right)^{\top}$ of (57) cannot be both $\Upsilon$-periodic (recall that the kernel of $\mathbf{a}$ is one-dimensional).

Let us assume that $\mathbf{u}:=\mathbf{v}(\Upsilon)-\mathbf{v}(0)$ is nonzero. Then it is necessarily independent from $\mathbf{v}(0)$ - otherwise, there should exist a real number $a$ such that $\mathbf{v}(\Upsilon)=a \mathbf{v}(0)$, and (59) would imply $a+1 / a=2$, hence $a=1$ and $\mathbf{u}=0$. Then we may decompose

$$
\mathbf{w}(\Upsilon)=\mathbf{w}(0)+\omega \mathbf{u}, \quad \mathbf{v}(s)=\alpha(s) \mathbf{v}(0)+\beta(s) \mathbf{u}, \forall s
$$

We substitute these expressions in $T^{\prime}(0)$, and by using the relation

$$
\mathbf{u} \wedge \mathbf{w}(0)+\omega \mathbf{v}(0) \wedge \mathbf{u}=0
$$

which comes from $\mathbf{v}(\Upsilon) \wedge \mathbf{w}(\Upsilon)=1$ and $\mathbf{v}(0) \wedge \mathbf{w}(0)=1$, we find that all but one term cancel out, in such a way that

$$
\mathrm{T}^{\prime}(0)=\int_{0}^{\Upsilon} \alpha(s)^{2} \mathbf{u} \wedge \mathbf{v}(0) \mathrm{d} s=\mathbf{v}(\Upsilon) \wedge \mathbf{v}(0) \int_{0}^{\Upsilon} \alpha(s)^{2} \mathrm{~d} s
$$

This also gives

$$
\omega^{2} \mathrm{~T}^{\prime}(0)=\mathbf{w}(\Upsilon) \wedge \mathbf{w}(0) \int_{0}^{\Upsilon} \alpha(s)^{2} \mathrm{~d} s
$$

Observe in addition that $\alpha$ is not identically zero if we set $\alpha(0)=1$ (and $\beta(0)=0$ ), so that $\int_{0}^{\Upsilon} \alpha(s)^{2} \mathrm{~d} s>0$.

The case $\mathbf{v}(\Upsilon)=\mathbf{v}(0)$ is even easier to deal with, because then

$$
\mathrm{T}^{\prime}(0)=\int_{0}^{\Upsilon}(\mathbf{v}(0) \wedge \mathbf{v}(s))(\mathbf{w}(\Upsilon)-\mathbf{w}(0)) \wedge \mathbf{v}(s) \mathrm{d} s
$$

If we decompose $\mathbf{v}(s)=\alpha(s) \mathbf{v}(0)+\beta(s) \mathbf{w}(0)$ with $\alpha(0)=1$ and $\beta(0)=0$, which is possible because $\mathbf{v}(0) \wedge \mathbf{w}(0)=1$ so that $\mathbf{v}(0)$ and $\mathbf{w}(0)$ are not colinear, we can also
write, using that $\mathbf{v}(0) \wedge(\mathbf{w}(\Upsilon)-\mathbf{w}(0))=0$ - which comes from the difference between $\mathbf{v}(0) \wedge \mathbf{w}(\Upsilon)=\mathbf{v}(\Upsilon) \wedge \mathbf{w}(\Upsilon)=1$ and $\mathbf{v}(0) \wedge \mathbf{w}(0)=1$,

$$
\mathrm{T}^{\prime}(0)=\mathbf{w}(\Upsilon) \wedge \mathbf{w}(0) \int_{0}^{\Upsilon} \beta(s)^{2} \mathrm{~d} s
$$

We observe that $\beta(s)=\mathbf{v}(0) \wedge \mathbf{v}(s)$ is not identically zero, otherwise we would have

$$
0=\mathbf{v}(0) \wedge \mathbf{v}^{\prime}(s)=\mathbf{v}(0) \wedge \mathbf{w}(s) / K(s)
$$

by the first equation in (57) applied to both components of $\mathbf{v}$ and this would contradict $\mathbf{v}(0) \wedge \mathbf{w}(0)=1$.

We thus have (58) as soon as $\mathbf{w}(\Upsilon) \wedge \mathbf{w}(0) \neq 0$, and if $\mathbf{w}(\Upsilon) \wedge \mathbf{w}(0)=0$ we have $\operatorname{sign}\left(\mathrm{T}^{\prime}(0)\right)=\operatorname{sign}(\mathbf{v}(\Upsilon) \wedge \mathbf{v}(0))$. We are in fact going to apply (58) in the first case.

Let us now apply (58) to

$$
v_{1}(\cdot ; 0)=\underline{v}_{x}, \quad w_{1}(\cdot ; 0)=K \underline{v}_{x x}, \quad v_{2}(\cdot ; 0)=\underline{v}_{\mu}, \quad w_{2}(\cdot ; 0)=K \underline{v}_{\mu, x} .
$$

By differentiating the equation $\mathbf{L} \mathscr{U}[\underline{v}]=\mu$ with respect to $\mu$, we see that

$$
-K \underline{v}_{x x} \underline{v}_{\mu}+K \underline{v}_{x} \underline{v}_{\mu, x}=1
$$

which exactly means that $\mathbf{v} \wedge \mathbf{w} \equiv 1$, and

$$
\mathbf{w}(\Upsilon ; 0) \wedge \mathbf{w}(0 ; 0)=K(0)^{2} \underline{v}_{x x}(0)\left(\underline{v}_{\mu, x}(0)-\underline{v}_{\mu, x}(\Upsilon)\right)=K(0)^{2} \underline{v}_{x x}(0)^{2} \Upsilon_{\mu}
$$

by using $\underline{v}_{\mu, x}(\Upsilon)-\underline{v}_{\mu, x}(0)=-\Upsilon_{\mu} \underline{v}_{x x}(0)$, which comes from the differentiation with respect to $\mu$ of $\underline{v}_{x}(\Upsilon)-\underline{v}_{x}(0)=0$. Since $K$ does not vanish and $\underline{v}_{x x}(0) \neq 0-$ provided that $\underline{v}$ is chosen such that $\underline{v}_{x}(0)=0$, this eventually shows that

$$
\operatorname{sign}\left(\mathrm{T}^{\prime}(0)\right)=\operatorname{sign}\left(\Upsilon_{\mu}\right)
$$
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PréPROGRAMME<br>Lieu : Amphithéâtre Lavoisier A, (3iéme étage)<br>Centre Universitaire des Saints Pères 75006 Paris<br>(Métro St Germain)<br>Académie Internationale d'Ethique, Médecine et Politiques Publiques<br>Siège social : 45 rue des Saints Pères 75006 Paris (emph.herve@gmail.com) www.iameph.org<br>Ces Journées d'étude s'effectuent sous le patronage par Madame Frédérique VIDAL, Ministre française de l'enseignement supérieur, de la recherche et de l'innovation et sous le parrainage de Monsieur Hubert REEVES

Lundi 7 janvier 2019 :
8h30 : Accueil des participants
9 h : Quelques propos introductifs sur le thème par M. Hubert REEVES, parrain du colloque
9h30 : Introduction par M. Frédéric DARDEL, président de l'Université Paris Descartes.
10 h : Une remise en question de la notion de personne par les nouvelles technologies
M. Jean-François DELFRAISSY, président du Comité français consultatif national d'éthique.

10h30: L'omniprésence de l'éthique en sciences et en médecine
M. Jean-François BACH, professeur de médecine, biologiste et immunologiste, professeur émérite à l'Université Paris-Descartes, membre du Comité Consultatif National d'Éthique, il a été nommé secrétaire perpétuel de l'Académie des Sciences, institution dans laquelle il assure la présidence du comité science, éthique et société.

11 h : Pause-café et viennoiseries
11h30 : L'éthique de responsabilité et l'intégrité scientifique dans la recherche biomédicale
M. Claude HURIET, professeur de l'Université de Nancy, ancien sénateur, membre honoris causa de l'académie de médecine. Auteur de la loi sur la protection des personne qui se prêtent à la recherche biomédicale avec le sénateur Franck Sérusclat

12h00: Discussion
12h30/14h : Pause déjeuner-buffet
14h/14h30 : L'éthique de conviction confrontée à la technologie (1)
M. Ghaleb BENCHEIKH, docteur ès sciences, islamologue. Producteur et animateur d'émissions radiodiffusées et télévisées

14h30/15h : La dignité de la personne humaine comme fondement de la morale laïque
M. Jean BAUBEROT, directeur de Recherches émérite. Ecole Pratique des Hautes Etudes, Laboratoire GSRL (CNRS-EPHE)

15h/15h30 : La vulnérabilité et la puissance de l'altérité
M. Xavier EMMANUELLI, fondateur du SAMU social de Paris, co-fondateur de Médecins sans Frontière, il a été président du Haut Comité pour le logement des personnes défavorisées. Ancien secrétaire d'état chargé de l'action bumanitaire d'urgence, il est membre du conseil d'administration de l'OFPRA.

15h30/16h : Vers une société inclusive
M. Bernard ENNUYER, ingénieur ENSI, docteur en sociologie (HDR), ancien directeur d'un service d'aide à domicile, il est chercheur associé au laboratoire PHILéPOL.

16h/16h30 : Le sens d'une politique du corps
M. Georges VIGARELLO, directeur d'études à l'École Pratique des Hautes Études, ancien membre de l'Institut Universitaire de France, il a été président du conseil scientifique de la Bibliothèque Nationale de France.

16h30/17h : L'éthique de conviction confrontée à la technologie (2)
M. Haïm KORSIA, grand rabbin de France, doctorat en bistoire de l'École Pratique des Hautes Études, il est également diplômé en questions militaires et géostratégiques.

17h: Première synthèse par Mme Michèle STANTON-JEAN, bistorienne, Université de Montréal, ancienne présidente du Comité International de Bioéthique de l'UNESCO.
Mardi 8 janvier 2019
09 h : La révolution informatique
M. Jean Gabriel GANASCIA, PU/PH à l'Université Pierre et Marie Curie, professeur d'informatique médicale. Président du COMETS, Centre national de la Recherche Scientifique
$9 \mathrm{~h} 30 / 10 \mathrm{~h}:$ La révolution génétique
M. Axel KAHN, docteur en médecine (bématologie) et docteur ès-sciences (génétique), Directeur de recherche à l'INSERM, directeur de l'Institut Cochin. Ancien président de l'Université Paris-Descartes. Ancien membre du Comité consultatif national d'éthique. Fondateur de la revue Médecine/Sciences, il est membre de l'Académie des Sciences.

## 10h: Pause-café avec viennoiseries

10h30/11h : L'éthique de conviction confrontée à la technologie (3)
M. Stamatios TZITZIS, directeur de recherche au CNRS, directeur-adjoint de l'Institut de criminologie et de droit pénal de Paris, chargé de cours à l'ICES, il est membre du comité d'honneur du CRICES.

11h/11h30: La nouvelle alliance génétique/informatique
M. Hugues DE THE, professeur au Collège de France, docteur en médecine, professeur en génétique moléculaire.

11h30/12h : L'éthique de conviction confrontée à la technologie (4)
M. Antoine GUGGENHEIM, prêtre catholique, professeur de théologie est cofondateur et directeur scientifique de UP for Humanness. Il a fondé et dirigé le pôle de recherche du Collège des Bernardins et sa faculté de théologie.

## 12h : Pause-déjeuner

14h/14h30 : Sexe et genre à l'ère de l'épigénétique
Mme Claudine JUNIEN, professeur émérite de Génétique Médicale, PU-PH de la Faculté de Médecine Paris-Ouest, Université Paris Descartes puis UVSQ.

14h30/15h : L'éthique de conviction confrontée à la technologie (5)
M. Alain JOLY, pasteur luthérien, chargé de cours à la Faculté libre de théologie de Vaux-sur-Seine et collabore à des enseignements en faculté de médecine (UVSQ).

15h/15h30 : Visée évolutive de l'homme, de la santé et de la mort : une vision anthropologique et médicale
M. Philippe CHARLIER, médecin (anatomo-pathologie, médecine légale), docteur ès-sciences (éthique médicale), docteur ès-lettres (anthropologie et bistoire des maladies), il dirige l'équipe d'anthropologie médicale à l'UVSQ (rattachée au laboratoire DANTE EA4498).

15h30/16h : La place de l'Homme et la science dans la société de demain
M. Antoine PETIT, président du Conseil d'administration du Centre National de la Recherche Scientifique (CNRS).

16h : Deuxième synthèse par M. Jacques HAIECH, professeur Université de Strasbourg, délégué scientifique AERES de 2009 à 2013 et membre du groupe de travail sur l'évaluation des unités multidisciplinaires
Mercredi 9 janvier 2019
8h30/8h45 : Introduction par M. Christian HERVE et M. David WEISSTUB, co-présidents de l'AIMEPH.
$8 \mathrm{~h} 45 / 9 \mathrm{~h}$ : Introduction par Mme le ministre ou son représentant (à confirmer).
9h/9h30 : Science et confiance
M. Pierre CORVOL, médecin (endocrinologie), professeur émérite au Collège de France (chaire de médecine expérimentale), membre de l'Académie des Sciences et de l'Académie de Médecine. Il a présidé un groupe de personnalités à l'origine de la création de l'Office Français de l'Intégrité Scientifique.

9h30: Pause-café avec viennoiseries
Personnalités d'institutions européennes: Modérateur M. James GOLDBERG

## 10h-10h30 : Politics, information and services

Mme Deirdre FEHILY, Policy Officer, Substances of Human Origin Team. European Commission, DG SANTE (Health and Food Safety).

10h30-11h : The influence of past policy euthanasia legislation and the practice for clinical oncologists. M. Mario DICATO, président du congrès européen des cancers digestifs.

11h/11h30 : ???
M. Cédric VILLANI (sous réserve d'étre libre), professeur de mathématiques à l'Université Pierre-et-Marie-Curie, Médaille Field en 2010, il est député et chargé de mission sur l'intelligence artificielle. Président de l'office Parlementaire d'évaluation des choix biologiques et technologiques (OPESCST).

11h30-12h : The international challenges of biotechnology in the evolution of decisions in fertility and euthanasy
M. Giuseppe TRITTO, président de W orld Academy of Biomedical Sciences and Technology, UNESCO.

12h: Pause-déjeuner

14h-14h30 : Genetically engineering future generations' deaths
M. Dennis COOLEY, professeur de philosophie et d'éthique au North Dakota State University, directeur du Northern Plains Ethics Institute.

14h30-15h : Personhood, Dementia, and Precedent Autonomy
Mme Dena DAVIS, professeure en bioéthique, Presidential Endowed Chair in Health à Lehigh University .
15h-15h30 : The challenge of artificial intelligence for $21^{\text {st }}$ century personhood.
Mme Suzanne HOLLAND, professeure de religion à University of Puget Sound.
15h30-16h : Redefining personhood in the age of neuroscience.
M. Laurence TANCREDI, Department of Psychiatry, New York University.

16h-16h30 : (videoconference)
Mme Lisa SIMSON, CIO Academy Health, USA ; member of Medical Academy of USA.
17h-17h30 : Troisième synthèse par M. Claude FOREST, professeur de chimie, Directeur de recherche à l'INSERM.

17h30-18h : Discussion
18h/18h30 : Conclusion par M. David WEISSTUB et M. Christian HERVE, co-présidents de l'AIMEPH.
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[^1]:    ${ }^{1}$ Even in the simplest context of co-periodic stability, it is indeed still much unclear how spectral stability can imply nonlinear stability in Hamiltonian frameworks. Concerning localized perturbations we even lack a clear notion of dispersive spectral stability that would be the analogue of diffusive spectral stability Sch96, Sch98, JZ10, JNRZ14, Rod13].

[^2]:    ${ }^{2}$ The eigenvalues of $\mathscr{A}$ outside real and imaginary axes arise as quadruplets $(z, \bar{z},-z,-\bar{z})$, nonzero real or imaginary eigenvalues come in pairs $(z,-z)$.

[^3]:    ${ }^{3}$ We use some quotes here because this is not a speed from the physical point of view, it actually corresponds to a mass transfer flux across the corresponding EKE waves.

[^4]:    ${ }^{4}$ To avoid the introduction of too many notations, we have chosen to use the greek letters $\mu$ and $\lambda$ with a meaning in the 'concrete' examples (EKL) and (EKE) that is slightly different from their meaning in the abstract framework, see Table 2 .
    ${ }^{5}$ In fact, this is true provided that we also consider the period as a constraint, and thus prescribe the $(N+2)$ constraints $\int_{0}^{\Xi} \mathrm{d} x=\underline{\Xi}, \int_{0}^{\Xi} \mathbf{U}(x) \mathrm{d} x=\int_{0}^{\Xi} \underline{\mathbf{U}}(x) \mathrm{d} x, \int_{0}^{\Xi} \mathscr{Q}(\mathbf{U}(x)) \mathrm{d} x=\int_{0}^{\Xi} \mathscr{Q}(\underline{\mathbf{U}}(x) \mathrm{d} x$.

[^5]:    ${ }^{7}$ Throughout the paper, subscripts $\mu, \lambda_{1}, \lambda_{2}$ - or simply $\lambda$ when $N=1$-, and $c$ stand for partial derivatives with respect to the parameters $\mu, \boldsymbol{\lambda}, c$.

[^6]:    ${ }^{8}$ Here with Floquet exponent equal to zero, since we search for co-periodic eigenfunctions only; a more general Evans function would be $D(z, \alpha):=\operatorname{det}\left(\mathbf{F}(\Xi ; z)-\mathrm{e}^{i \alpha} \mathbf{F}(0 ; z)\right)$, defined for all Floquet exponents $\alpha \in \mathbb{R}$.

[^7]:    ${ }^{9}$ Usual in many related computations, but apparently used for the first time in a periodic context ; see Remark 2 .

[^8]:    ${ }^{10}$ In the sense that it is proved there that solutions starting sufficiently close to the background wave are global in time. However the result is still conditional in the sense that $\mathbf{U}_{0}$ is required to have higher regularity - $\mathbf{U}_{0} \in \mathbb{W}_{\Xi}$ - than afforded by the energy norm $\|\cdot\|_{\mathbb{H}_{\Xi}}$.
    ${ }^{11} \mathrm{Up}$ to considering also the opposite of the 'natural' Hamiltonian, if needed.

[^9]:    ${ }^{12}$ See $\$ 5.2 .3$ for an explanation.

[^10]:    ${ }^{14}$ Via the Madelung transform: $\psi=\sqrt{\rho} \mathrm{e}^{i \varphi}, \varphi_{x}=u$.

[^11]:    ${ }^{15}$ Here, the trapezoidal rule. We have also tried Simpson's rule without any significant benefit.

[^12]:    ${ }^{16}$ In particular, the reader should keep in mind that with our conventions,

    $$
    \theta_{\lambda \lambda}=\Theta_{\mu \mu}, \theta_{\mu \mu}=\Theta_{\lambda \lambda}
    $$

[^13]:    ${ }^{17}$ This theorem implies that the negative signature of an $n \times n$ symmetric matrix is the number of sign changes in the sequence $\left(1, \Delta_{1}, \ldots, \Delta_{n}\right)$, where $\Delta_{k}$ denotes the matrix' $k$-th upper left minor.

